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Introduction:
CAF: Technical details:

= wrapper around a batch system (FBSNG or emajor source of CPU power for CDF (Collider Detector at Fermilab) is the CAF
CONDOR) to submit jobs in a uniform way (Central Analysis Farm)

= submission to CDF clusters inside and = CAF: 800 nodes total CPU about 1200GHz
outside Fermilab from many computers with = additional: CondorCaf 400 nodes total CPU about 2000GHz
kerberos authentification possible = outside Fermilab DCAF with a total CPU of about 1000 GHz and a disk space of 35

TBytes
SAM: = access datasets which comprise a large amount of files and analyze the data.

= autumn 2004 some of the important datasets will only be readable with the help of
the data handling system SAM (Sequential Access to data via Metadata)
= CAF and SAM have not yet been used in combination

= tests of the systems necessary

e data handling system of CDF in run I
= storages, manages, delivers and tracks
processing of data
= designed to copy data to remote sites
= designed with remote analysis in mind

Stress tests on the standard CAF at Fermilab:

Total amount of data daily Stress tests:
r DF on th AF = create the usual user load
ead by C on the C = 50 SAM projects on the CAF and move 20 TBytes per day
= split jobs in several segment
= run several parts of the job in parallel on different CPUs
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; IIIIIIIIIlI“I“IIIHl = submitting more than 100 SAM project at one time

= problems with the project master
e - « large number of files (order of 10 000 files)
= optimizer problems: checks location of files when requesting next file of the
consumed data per day of the dataset or after network outage, blocks other requests

central SAM station during the tests = could slow down all SAM station _ _
= problem is already solved, but number of files request still should be small

Limitations:
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User friendliness:
= recovery of partly failed user projects possible with sam recovery dataset command

" | . = depends on the correct (or not at all) release of the file
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i 4 - i i Conclusion:

=test phase successful , deployment of SAM for the CAF system foreseen this autumn

Decentralized CAF:

i

Comparison of the total amount of CPU and disk space Goal: 2005 50% of the computing
of the CAF and the DCAF systems outside Fermilab
o oe CPU o disk = distributed computing
s ST = use of DCAF (Decentralized CDF Analysis Farm)
s o = SAM station environment has to be common to all
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