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Reading out the Recycler BPMs using Waveform Digitizer modules instead of  Digital Receiver boards has the possibility of  dropping the readout cost by a factor of ~2, and potentially allowing us to instrument all BPM channels (instead of half the channels) in the Recycler. These boards use the which use the same ADC as the Echotek Digital Receiver boards that we have been testing, so the system will have identical analog performance characteristics. Preamplifier modifications will be identical.  The difference is that the digital filtering will be performed in software in the Crate CPU, instead of the Digital Down Converter chip.  

The software approach has advantages in terms of flexibility, and disadvantages in terms of increased VME backplane traffic and processing time in the crate CPU. This note contains a first estimate which indicates that these should not be a problem.

There are at least two manufacturers of waveform digitizers that could be potentially used for to read out the Recycler BPMs. Both are 8-channel VME cards which use the same (14 bit, 80 MHz) ADC as the Echotek DDR board.  In fact, one of the boards is the Echotek 814 card without the Digital Down Converter chips installed.

Joerger VTR8014:                        http://www.joergerinc.com/pdf/vtr8014.pdf
Echotek ECDR-814-AD               http://www.echotek.com/ecdr_814AD.asp
REQUIRED OPERATING MODES:

The two most challenging operating modes are discussed here.  

1) Turn-by-turn orbits for the first 1000 turns following injection (or pinging).  In this case the waveforms are recorded in the front-end memories of the cards, and read out and analyzed in the following half-second by the crate CPU.  This delay is acceptable.

2) High precision closed orbits.  In this case the waveforms are averaged for ~128 turns in the front-end cards, and the waveforms are read out and analyzed by the crate CPU to report an orbit position to ACNET at ~100 Hz.  This can be accomplished, steady-state, using an acceptable 30% of the backplane bandwidth.

   Estimates of the VME back plane usage are given in the table below.
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Number of channels per card 8

Number of cards per crate 9

Number of channels per crate 72

Backplane Speed (VME block transfers) 40 MB/sec (see note)

20 million ADC Samples/sec

WAVEFORM CAPTURE AT INJECTION (first 1000 Turns)

Length of injected batch 1.6 usec

ADC Rate 80 MHz

ADC Samples per turn 128

Number of turns 1000

ADC Samples per injection 128000

Required FIFO size 128k OK for either Echotek or Joerger

Data size per card 2.05                   Mbytes

Readout time per card 0.05                   Seconds

Readout time per crate 0.46                   Seconds

CONTINUOUS ORBIT DISPLAY

Waveform Averaging on card

Number of turns averaged 1000

Rate at which orbit is reported to ACNET 100 Hz

Waveform Length Averaged 1 turn

11 usec

880 ADC samples/turn

Average Data Rate 0.176 MB/second/channel

1.408 MB/second/card

12.672 MB/second/crate

% of backplane bandwidth used 32%

Note: Backplane speed on Joerger card is faster; Echotek card is slower but could probably be sped up.

BANDWITH REQUIREMENTS FOR RECYCLER BPMs             

USING WAVEFORM DIGITIZER MODULES


Estimate of FIR filter execution time using the CPU in the readout crate.  The generic algorithm (for example emulating the DDR chip) is to run two FIR filters on the waveform, to extract the I&Q signals at some specific frequency.  The time intensive part of this filtering is one multiply-accumulate cycle per ADC data point for each of the two FIRs.  Assuming the (fixed) coefficients were stored inline in the code so that they would be provided by the instruction cache, and the data memory was never in the cache but that four longwords were prefetched following a cache miss, and the time to write back the accumulated sum was negligible, this would average 2-4 clock cycles per datapoint.  On a 400 MHz processor this means 5-10ns per datapoint, which is much faster than the data can be transferred across the VME backplane.  If the design of the CRATE CPU board is such that the CPU could run during DMA transfers from the VME backplane, the calculation time will be completely hidden.  If the calculation takes place after the VME transfer is complete, it should add <20% to the overall (readout + execution) time.  This could be verified by a simple benchmark test on the target CPU.

