Links to a number of current PACI Projects that are relevant to DOE Infostructure

Alliance in-a-box software distribution is available on a CD-ROM distribution.  It includes:

Access Grid in a Box: Access Grid-in-a-Box (AGiB) is the Alliance's efforts to package and deploy software to the Access Grid community.

Cluster in a Box:  The software is called Open Source Cluster Applications Resources (OSCAR), and is also available on the CD-ROM.

Grid in a Box: GiB includes middleware for tasks such as authentication, job management, and information discovery. By simplifying these tasks, GiB will help to expand the use of the grid more rapidly.

Display Wall in a Box: The Alliance Display Wall-in-a-Box includes guidelines for building a tiled display wall, along with a collection of software for displaying imagery on the wall.

Other Alliance Developed Software:

HDF: The Hierarchical Data Format (HDF) project involves the development and support of software and file formats for scientific data management. The HDF software includes I/O libraries and tools for analyzing, visualizing, and converting scientific data. The HDF software is developed and supported by NCSA and is freely available. It is used worldwide in many fields, including environmental science, the study of neutron scattering, non-destructive testing, and aerospace research.

D2K is a rapid application development environment that provides a standardized visual programming interface and supplies the user with modules and application templates used for a variety of data mining problems. These modules and templates may then be modified to accommodate the specific requirements of the user or developer. Any modified module or application may also be saved and re-used. D2K also supports distributed computing and parallel algorithm implementation so it will efficiently manage multiple data sources no matter how immense or diverse.
NPACI also has a software distribution know as NPACkage that contains in addition to the NMI release many other useful middleware packages including:

APST, an acronym for AppLeS (application-level scheduling) parameter sweep template.

NetSolve,  a project that aims to bring together disparate computational resources connected by computer networks. It is a RPC based client/agent/server system that allows one to remotely access both hardware and software components. 

Active Data Repository: The Active Data Repository (ADR) that optimizes storage, retrieval and processing of very large multi-dimensional datasets. In ADR, datasets can be described by a multidimensional coordinate system. In some cases datasets may be viewed as structured or unstructured grids, in other cases (e.g. multiscale or multiresolution problems), datasets are hierarchical with varying levels of coarse or fine meshes describing the same spatial region.

DataCutter: DataCutter is a middleware infrastructure that enables processing of scientific datasets stored in archival storage systems across a wide-area network. DataCutter provides support for subsetting of datasets through multi-dimensional range queries, and application specific aggregation on scientific datasets stored in an archival storage system.

Storage Resource Broker: The SDSC Storage Resource Broker (SRB) is a client-server middleware that provides a uniform interface for connecting to heterogeneous data resources over a network and accessing replicated data sets. SRB, in conjunction with the Metadata Catalog (MCAT), provides a way to access data sets and resources based on their attributes rather than their names or physical locations. 

Grid Portal Activities:

Grid Portal Toolkit: The Grid Portal Toolkit (GridPort) is a collection of technologies designed to aid in the development of science portals on computational grids: user portals, applications interfaces, and education portals. GridPort leverages standard, portable technologies to provide information services that portals can access and incorporate.  A description of on-going grid portal activities within NPACI may be found at http://www.npaci.edu/envision/v18.3/gridport.html .

Postweb Open Resource Toolkit is a system designed to increase productivity by moving the web to a new level of interaction with the user’s behavior and work style. Through the incorporation of a building-block system of data interaction and peer-to-peer networking tools within a highly visual, team-concept development environment, NCSA will provide a better environment for and understanding of the ways people work. Using web-based technologies will make this system more accessible, distributed, and familiar to users. 

Collaboratory Activities:

NeesGrid: The NEESgrid project is divided into several large task areas, each of which is tasked with creating one component of NEESgrid, or with interacting with earthquake engineers to ensure the NEES system is as useful as possible to researchers and practitioners.

BioCoRE is a collaborative work environment for biomedical research, research management and training. This collaborative software was developed by Klaus Schulten at University of Illinois Urbana Champaign.  It was NOT developed as a PACI resource, but was funded almost entirely as an NIH project.  It is an excellent example of a collaborative software environment.

A resource-centered platform, BioCoRE offers scientists, working together or alone, a seamless interface to a broad range of local and remote technologies such as discipline-specific and general tools, data, and visualization solutions. In creating unprecedented proximity to colleagues' expertise and knowledge, BioCoRE empowers scientists everywhere, establishing equal access to research and training opportunities. To harness and streamline collaborative capabilities across temporal and physical boundaries in research and training, BioCoRE builds on the transparent use of and communication between technological resources (hardware and software) and databases. BioCoRE features powerful yet easy-to-use tools, among them co-authoring papers and other documents, running applications on supercomputers, sharing molecular visualization over the Internet, notifying project team members of recent project changes by email, chatting, keeping a lab book, and other practical features.
NVO will provide images, catalogs, observational measurements, and scientific papers—available in an easily accessible form with a consistent interface to professional researchers, amateur astronomers, and students. Using powerful grids of computers, scientists will be able to cross-correlate observations among catalogs to make discoveries that would otherwise be impossible to make.

Telescience:

The Telescience for Advanced Tomography Applications alpha project is merging technologies for remote control, grid computing, and federated digital libraries of multiscale, cell-structure data. The objective is to provide a complete teleinstrumentation solution that will connect scientists’ desktops to remote instruments, distributed databases, high-performance analysis environments, and experiment planning.  Through the Telescience Portal at UCSD, users may remotely operate the UCSD 400,000 volt electron microscope.

TeraGrid:

The TeraGrid is probably one of the largest projects currently under development to produce a functional grid-enabled distributed  high-end computational facility.  When completed, the TeraGrid will include 20 teraflops of computing power distributed at five sites, facilities capable of managing and storing nearly 1 petabyte of data, high-resolution visualization environments, and toolkits for grid computing. These components will be tightly integrated and connected through a network that will operate at 40 gigabits per second—the fastest research network on the planet.

In FY2003, NSF plans to continue the expansion of the Extensible Terascale Facility.  In preparation for this expansion, the TeraGrid PIs have prepared a TeraGrid Primer that describes the facility, and the policies that will be used in its management and operation.
