 A Proposal for  a Pilot Project to  Learn, Explore and Experiment with existing Applications and Teams on Troubleshooting and Diagnosis of Large Scale Grids.

It is now well accepted  that there is substantial research, analysis and development needed to provide usable, operational and supportable large scale data grids that can be supported by sensibly scaled support groups. 

All groups deploying applications on production or scale testbed systems are encountering the same issues and problems as grids are scaled for delivery of worth to the scientific application communities that have been contributing to the integration and debugging of the core infrastructures. 

The recent workshop on “Troubleshooting and Fault Tolerance in Grid Environments” brought together a broad range of practioners and supporters and its findings are summarized in an accompanying report. 

As a result of this, PPDG proposes a Pilot Project as an extension to the current deliverables of our SciDAC Collaboratory. In a similar manner to the recently successfully concluded short term PPDG  SiteAA project, we propose this as a targetted sub-project in terms of duration and scope in order to make some practical and short term progress.  This pilot would take advantage of  current collaborations between  the application and grid middleware groups within PPDG, but can reasonably be expected to have wider benefit and influence.

We include in this proposal two  Pilot Experiments addressing different aspects of the necessary requirements, research and developments

1)  A monitoring infrastructure at the Storage Management and Data Placement layers and services across facilities (SLAC, LBNL, Fermilab). 

This pilot would extend  and deploy existing instrumentation across storage and data transfer services. It would develop archiving mechanisms, presentation of the ensemble of information and trend information.  It would provide effort to review and analyze the information gathered and publish conclusions and work with the service developmnent groups. 

This pilot additionally will focus on collaboration with other facility infrastructures providing these capabilities, in particular NCSA/Teragrid, European Regional Centers.

This pilot will at minimum evaluate and at maximum deliver  its  capabilities to be available for general use as web services.

2) Work with the ATLAS and CMS simulation data challenges to provide end-to-end grid application fault and performance  management.

This pilot would deploy and extend instrumentation throughout all layers of the 

ATLAS and CMS data challenge  applications and middleware infrastructures with emphasis on job and workflow management and robustness. The project would include instrumentation, analysis and metrics for faults and performance. It would allow for the modification and extension of error reporting and scope definition within practical and short term deliverables. There would be benefit to the experiments in terms of additional resources devoted to the robust and performant execution of their applications on production grids.  

As a separate project under the umbrella of PPDG, the PPDG steering committee would propose to leverage the  benefits in areas of:


Better understanding of requirements, architecture and frameworks. 


Integration with sustained operation to ensure appropriateness


Value to the computer science and applications  researchers

It is a goal for this pilot to provide input for and potential components of a possible longer and broader program of work to address the issues of complete system wide production operational needs.

