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OBJECTIVE


A position of technical leadership in a cutting edge information technology program.
SUMMARY OF QUALIFICATIONS

· 10+ years of progressive responsibilities in designing, developing, and commissioning large distributed systems, working for one of the highest-ranking physics laboratories in the world.

· Successfully managed one of the largest data-intensive computational activities for high-energy physics on distributed resources as of 2005. Participated for 6 years in several full development cycles of the system, focusing on data handling and job scheduling.

· Experienced in analyzing complex systems, creating effective improvement plans and technical solutions to accommodate growing customer needs.

· Proven ability of delivering results as a project manager in large loosely-controllable multi-institutional international collaborations. 

EXPERIENCE

· 2009 – Now. Associate Head of the Grid & Cloud Department, Fermilab Computing Division. With a staff of 12 software engineers and system administrators, the dept. maintains a high performance, robust, highly available Grid Facility and provides production infrastructure and software to meet the needs of the Fermilab Grid community.
· 2005 – Now. Leader of the Distributed Offline Computing Services group of the Grid & Cloud Department. The group consists of 7 software engineers. Main projects provide data handling and storage services, workload management, computing security, accounting, and auditing.

· 2006 – 2008. Extended Executive Board member of the Open Science Grid (OSG). The OSG is a consortium of 80+ US National Laboratories and Universities working together to commission and operate a national distributed computing infrastructure.

· 2006 – 2009. Leader of the VO Services Project. The project provides a software infrastructure on the OSG for identity management and role-based access authorization to computing and storage resources. The project team consists of 6 software engineers from Fermilab and Brookhaven National Laboratory.

· 2005 – 2007. Leader of the Resource Selection Service project. The project developed and commissioned an infrastructure for workload management on the OSG. The system transforms data trees into flat formats and publishes those using Web Services interfaces. This data is used for job scheduling on the Grid. The team consisted of 2 software engineers.
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· 2004 – 2009. Leader of the Job and Information Management subproject of the SAM-Grid. The SAM-Grid is a Data Grid infrastructure that integrates a job scheduling systems with data caching / queuing / distribution systems. The team of the subproject consisted of 3 software engineers.

· 2004 – 2005. Responsible for the distributed computing of the DZero data reconstruction project. The project used the SAM-Grid to process 250 TeraBytes of data, using 1600 
GHz-CPU years of computation on a dozen clusters in 8 months. This was one of the largest data-intensive computation project attempted on the Grid to date. Responsible for a second round of data reconstruction in 2006/07, using opportunistic computing on the OSG.
· 2001 – 2004. Software Engineer for SAM, the data handling component of the SAM-Grid. Designed and developed code in C++, Java, Python, and UNIX shell scripting, using CORBA as communication layer and Oracle as persistence layer. SAM acts as a multiplexer between consumers of data and storages. The system currently manages more than 4 PetaBytes of data, organized in 12 million files.

· Authored two dozen papers in physics and computer science. Worked with DOE as a reviewer and aide to the program manager for the Small Business Innovation Research (SBIR) grant program. Member of the Technical Program Committee for GridNets 2006/07.

· 1998 – 1999. Software Engineer for the Fermilab Antiproton Source. Designed and implemented real-time applications in C to measure and control Beam Position Monitors and Superconducting Magnets.

· 1996 – 2001 Guest Scientist for the E835 experiment at Fermilab. Built and operated the E835 Jet Target, a 2 million dollars high-vacuum cryogenic machine. Administered the DEC Alpha stations and SGI computers for the experiment.

EDUCATION
· 2006. Ph.D. in Computer Science, DePaul University, Chicago, IL, USA – 4.0 / 4.0 GPA. Dissertation: “A Globally Distributed System for Job, Data, and Information Handling for High-Energy Physics”
· 1996. “Laurea” in Physics, equivalent to a Master of Science, University of Genova, Italy – Full mark and honor. Dissertation: “A High Density Gas Jet Internal Target for E835 at Fermilab”

TECHNICAL SKILLS
· Programming Languages: C/C++, Java, J2EE, Python, UNIX Shell Scripting, HTML, Javascript, FORTRAN, TCL-TK, UML
· Data Management: XML, XSLT, DOM, SAX, XML DB; SQL, Oracle, MySQL; Objectivity; LDIF 

· Communication Layers: CORBA; SOAP, WSDL, WSRF; XACML/SAML; Sockets
· Operating Systems: Linux, OSF/1, IRIX, Windows
