This is the WBS (v1.7) for the development activities to ease operations.

The estimate for the overall program is 27 – 33 FTE weeks.

Each item list: dependencies; main responsibility among Development, Operation, and Administrator groups; a must-complete-by date, when appropriate; priorities between 1(top) an 5 (bottom).

1. Reinstall key machines with a “standard” configuration: forwarding nodes (OSG/LCG), queueing (jim_broker_clients) nodes, durable location nodes, etc. (~2 – 8 FTE weeks). Priority 1
1.1. Define “standard” machine configuration: File System layout, Partition size, CPU specs, etc. (1 FTE day)

1.1.1. Fwd node machines w/ and w/o sam station. (by Oct 22)

1.1.2. Begin negotiations on LCG fwd node configuration (by Oct 19). Depend on 1.1.1. Dev Group.
1.1.3. Job queuing machines w/ and w/o broker + web server (by Oct 19). Depends on design of 2.3.3
1.1.4. Durable locations (by Oct 19).
NOTE: no work on jim_client because 1 instance on d0mino; no work on sam caches because REX op already familiar with them.
1.2. Adjust current instructions to include location and permissions of product areas, log files, spool areas, etc. Possibly provide simplified instructions (2 FTE day). Depend on 1.1. Dev and Op groups.
1.3. Adjust current software to use the standard location as default (2 FTE day). Depend on 1.2. Dev group.
1.4. Reinstall key nodes using the standards (1-5 FTE day / machine * ~7 machines. Complete by end of Nov).
1.4.1. Find agreement among groups involved: Dev, Op and Admin (by Sep 14)

1.4.2. Reinstall fwd nodes. Depend on 1.2
1.4.2.1. Admins procure HW parts for fwd nodes.
1.4.2.2. Admins configure fwd test node. Depend on 1.4.2.1
1.4.2.3. Developers install and test test fwd node. Depend on 1.4.2.2
1.4.2.4. Sys admins configure production fwd nodes. Depend on 1.4.2.1
1.4.2.5. REX op install software on production fwd node(s). Depend on 1.2
1.4.2.6. REX op integrate new nodes with production system

1.4.2.6.1. On Nov 6 (scheduled downtime), bring down d0srv047 (fwd + station), and replace with a new fwd node.
1.4.2.6.2. After Nov 6, replace d0srv66 and d0srv15 fwd nodes one at a time (fwd node downtime)
1.4.2.6.3. In Nov, reinstalls LCG fwd node (requires special fwd node downtime). Depend on 1.1.2.
1.4.3. Reinstall queuing nodes. Depend on 1.2
1.4.3.1. Admins procure HW parts for samgrid-like nodes (job queuing + broker + web server). It may require a disk array.
1.4.3.2. Admins configure samgrid-like test node (by Oct 22). Depend on 1.4.3.1
1.4.3.3. Developers install and test samgrid-like node (by Fri Nov 2). Depend on 1.4.3.2
1.4.3.4. Admins configure production samgrid-like node. Depends on 1.4.3.1
1.4.3.5. Op group install software on production samgrid-like node. Depend on 1.2
1.4.3.6. REX op integrate new nodes with production system

1.4.3.6.1. On Nov 6 (Scheduled downtime), the group replaces samgrid.fnal.gov

1.4.4. Reinstall durable locations. Depend on 1.2
1.4.4.1. Sys admins procure HW parts for durable location test node (by Fri Nov 9)

1.4.4.2. Developers install and test durable location node (by Fri Nov 23). Depend on 1.4.4.1
1.4.4.3. Op group (and possibly Admin) reconfigure existing durable location. Dev group assist. Depend on 1.4.4.2

1.4.4.3.1. On Mon Nov 26, stop tmb upload to d0srv063.fnal.gov; the Op group reinstalls durable location
1.4.4.3.2. On Wed Nov 28, stop tmb upload to d0srv065.fnal.gov; the REX op reinstalls durable location
2. Automate routine maintenance operations. Create and package maintenance scripts; devise the best deployment strategy (cron job, manual execution, procedures to be executed during downtime, etc.).  (~ 5 FTE weeks). All tasks for Dev group. Priority 2.
2.1. Automation of all gridmap file management (including condor_schedd) (2 FTE days)

2.2. Automatic clean up of job queues
2.2.1. Clean up SAM-Grid job queue (samgrid.fnal.gov). E.g. embed job clean up policy in job description (say, 6 months) + periodic manual clean up. Periodically save job history (2 FTE days)

2.2.2. Clean up OSG job queue (fwd nodes). Remote batch systems suffer high load from polling jobs in inconsistent state (4 FTE days).
2.3. Automatic handling of job log files (1 – 2 FTE weeks)

2.3.1. Reduce size of output sandbox by appropriately compressing output, by selecting output in a smarter way, etc. (DONE)
2.3.2. Transfer output sandbox selection logic to Runjob. Depend on 2.3.1
2.3.3. Either drastically increase size of output sandbox areas (queuing nodes) and do automatic cleanup when removing jobs from queue 
OR automatically transfer output sandbox to an archiving machine and write scripts to automatically clean up archiving machine. Depend on 2.3.1
2.4. Automatic handling of old XML DB entries / automatic management of available XML DB space (reduces the chance of a database corruption) (1 FTE week)

2.4.1. Devise procedure to remove old XML DB entries AND regain FS space.

2.4.2. Either automate procedure, if possible, OR write procedure to perform during scheduled downtime. Depend on 2.4.1
2.5. Automatic cleanup of disk areas (1 FTE week ???) (all subtasks independent)
2.5.1. Globus Gatekeeper does not properly cleanup gass caches; VDT upgrade may reduce the need for this. Batch system suffer high load from polling non-existent jobs. Fix / Mitigate problem.
2.5.2. Periodically cleanup gram log files at the fwd nodes and exec sites.
2.5.3. Clean up sandboxes and jim_tmp areas at the fwd node.

2.5.4. Clean up non-rotated log files (e.g. Tomcat)

2.6. Simplify maintenance of automatic clean up script for durable locations (scripts hardcode RTE version when querying SAM DB)

2.7. Add the deployment of scripts to installation instructions. Depend on tasks above. Can be repeated as tasks above are completed.
2.8. Assess automation of maintenance operation and adjust schedule accordingly. Depend on 2.7.
3. Automate System health alarms using NGOP (9 FTE weeks; estimates below in FTE/days). All tasks for Dev group with development help from Op group. Priority 2
3.1. NGOP central service (2)

3.1.1. Define hardware (done)

3.1.2. Install basic NGOP server (done)

3.1.3. Develop generic NGOP rules (1)

3.1.3.1. Understand alarm severity and paging/email notifications

3.1.4. Deploy test best schema as depicted (example OSG testbed) (1)

3.1.5. Automated administration of NGOP schema and configuration (4 weeks) not a critical item. Depend on 3.1.4
3.2. Samgrid_mon: Develop independent product to schedule and report monitoring activities (3).

3.2.1. Accept existing configuration of the fwd node (0.5). Depends on 3.2.7
3.2.2. Store duplicate configuration of the fwd node (0.5). Depends on 3.2.7
3.2.3. Generate NGOP agents from set of monitoring scripts and stored configuration. (1). Depends on 3.2.6
3.2.4. Dispatch list of monitoring agents periodically and collect their statuses (0.5). Depends on 3.2.6 and 3.2.3
3.2.5. Create distributable UPD package (0.5). Depends on all other i.e. 3.2.4, 3.2.1, 3.2.2
3.2.6. development of the persistent environment for execution of repetitive tasks (next generation cron) (1.5 weeks )
3.2.7. development of converter between SAM-Grid config and next generation cron.. Depends on 3.2.6

3.3. Develop monitoring scripts (2.9  + 0.5 + 0.5 = 3.9). Depends on 3.2.7. Subtasks independent of each other.
3.3.1. Generic Gridftp monitoring (0.5)
3.3.2. Generic Fcp monitoring (0.5)
3.3.3. Forwarding node. (1.7). Depends on 3.3.1 and 3.3.2.
3.3.3.1. Gridftp (0.1). Priority 2
3.3.3.2. Fcp (0.1). Priority 1
3.3.3.3. Jim_advertise (0.5). Priority 5
3.3.3.4. XML database (0.5). Priority 2
3.3.3.5. Sandbox (0.5). Priority 2
3.3.3.6. Optional scheduling component (Condor for OSG). Priority 4
3.3.3.7. Sam Station. Priority 3.

3.3.4. Data nodes (1.4). Depends on 3.3.1 and 3.3.2.
3.3.4.1. Stager (0.5). Priority 3
3.3.4.2. Durable location (0.5). Priority 1
3.3.4.3. Caches (0.2). Priority 3
3.3.4.4. Gridftp (0.1). Priority 2
3.3.4.5. Fcp (0.1). Priority 1
3.4. Assess automation of alarming system and adjust schedule accordingly. Depends on 3.1,3.2, and top prio of 3.3
3.5. Deployment and testing / documentation ( 2 weeks). Depends on 3.1, 3.2, and top prio of 3.3
4. Improve robustness of key services (3 FTE weeks). All tasks to Dev group. All subtasks independent. Priority 4.
4.1. Improve batch adapter configurability (separate configuration from logic) (1 FTE day)

4.2. Improve condor status querying mechanisms (1 FTE week). 

4.2.1. Install and evaluate condor_quill (depends on “new VDT”)
4.3. Improve algorithm for the selection of OSG resources (1 FTE week over 1 calendar month)

5. Improve system testing infrastructure (3 FTE weeks) Priority 3
5.1. Simplify running test jobs (3 FTE days)

5.1.1. Create test parameters for all different job types e.g. test MC request, test data reprocessing dataset (Done)
5.1.2. Create and distribute JDL templates with test parameters and reasonable (changeable) defaults (Done)
5.1.3. Write testing instructions (Done)
5.2. Automatic submission of test jobs (depends on 5.1) (2.5 FTE weeks)

5.2.1. Develop automatic job management framework (1FTE week)

5.2.2. Automatic analysis of test results (1 FTE week). Depend on 5.2
5.2.3. Integrate with alarming system (3 FTE days). Depend on 5.2 and 3.
5.3. Deploy permanent test infrastructure (depends on 1) (4 FTE days). Depend on 1.
5.3.1. Procure hardware for samgrid-like node + fwd node (3 FTE days)

5.3.2. Deploy samgrid-like service and OSG/LCG hybrid fwd node services (1 FTE day)

6. Improve installation procedures for key services (3 – 4 FTE weeks). Dev and Op groups. Depend on 1.2. Priority 5.
6.1. Investigate possible alternative deployment methods (2 – 5 FTE days)

6.2. Simplify installation process, either by using new deployment method or by creating upd “umbrella” package (3 FTE weeks). Depend on 6.1.
