Storage on the Grid - Work Breakdown Structure

Introduction

This document presents the work breakdown structure (WBS) of theatfe on the Grid”
project. This project was started as a response to the recordel@nts related to data
intensive jobs running on FermiGrid and accessing data from the Rlugtéirage [5]. The
goal of this project is the evaluation of storage technologiethéuse case of data intensive
Grid jobs. The storage technologies considered are the Hadoop Distribilike System
(HDFS) [1], Lustre [2], and Blue Arc (BA) [3]. The targeted asitructures that will benefit
from such evaluation are FermiGrid and the General Ph@osputing Farm. This work is
lead by the OSG group in the context of a loose collaboration twthFermiGrid, OSG
Storage, DMS, and FEF groups at Fermilab.

Resources

This plan assumes the availability of the following resources

Gabriele Garzoglio (marked as GG in the charts): Projectader. 40% FTE until
Mar 1, 2010 and 20% afterwards. As per the FY10 budget, once Feurdi®
deployed (assume Mar 1, 2010), Gabriele will help at 20% with possible
development efforts for the FermiCloud infrastructure; therefdre, remaining
effort for this storage project is 20%.

New Hire (NH): Developer from the OSG Group. 20% FTE on the projec
assuming a start date of Mar 1, 2010.

Tanya Levshina (TL): OSG Storage Area Coordinator. We assunteetheof her
group in the installation of the storage technologies and data movesaevices
(BeStMan, GridFTP, etc.).

Steve Timm (ST): FermiCloud Project Manager. We assume {peohéis group
for the deployment of FermiCloud and the integration of the stwalggions with
FermiGrid, our test environment.

Extra Help (marked as Help! in the charts): Possible helpnass at 50% on
limited specific tasks

This document describes two plans, assuming the availability & b&tp for some tasks

or not.



Commented WBS Items and Assumptions

1. Document Assessment Process

1.1. Select relevant storage requirements/metrics
See DMS’ Lustre evaluation [2]

1.2. Analyze selected storage metrics for Data Intensive jobs from RuohliFa
This deliverable provides the baseline of the maliexpected storage performance, given the custahis
quo. Without some external help, this task should kendbned as it would delay the project of 20 days.

1.3. Document data access models for the technologies considered
Examples of possible data access models: pre-stagesich area; tape backed cache; external access
mechanism (SRM, GridFTP, ...); internal access meshaPOSIX, SAM, Special API, ...); ...

2. Deploy the physical and virtual test infrastructure

2.1.Design HW and VM layout to support the evaluation of storage technologies
The deliverable of this task might influence thefiguration and design of the FermiCloud infrastrue.

2.2.Procure / commission Cloud infrastructure

This tasks is assumed to be worked on by the Fdomiteam with no effort from this project, excémt some
initial consultation and design decisions (see ipevitem). We assume that the infrastructure bellavailable
on Mar 1, 2010.

3. Prepare testing infrastructure
This whole activity with its subtasks could bendfitm external help. At the lab, several expertgehthe
knowledge of setting up and using storage benchsndtks estimated that with their help at 50% FTiis
activity could take 15 calendar days, instead of 27

3.1. Commission storage benchmark for technology assessments
See DMS’ Lustre evaluation. Reuse DMS’ storage bevarks, if possible.

3.2. Gather and learn to run real user jobs from Runll and IF
We assume the availability of physicists from DZeldinos, CDF, etc. Some people has given already
tentatively their availability at the meeting on\W9, 2009 [4].

3.3. Develop measurement suite for real user jobs

4. Assess Lustre

4.1. Deploy storage service and related servers (BeStMan, GridFTP, ...)

As already tentatively agreed, we assume that tls& Cstorage Group will be available for the basic
deployment of the storage solutions and interfatés.assume 3 days of full time effort: this estienhts a
potentially large error.

4.2.Integrate FermiGrid with storage service with Lustre



We assume that the FermiGrid team will be availabiork at 0.5 FTE on this task.

4.3.Run benchmarks to compare performance with known results for LuSp&mize

storage as appropriate
This task could benefit from external help. Theeaptption is that most of the work will consist hetstudy of
the metrics and the tuning of the storage parameleis estimated that help from a storage exaes0% FTE
could cut down this time from 12 to 5 calendar days

4.4.Run measurement suite with real jobs for Lustre
This task could benefit from external help for #zme reason as the task above. It is estimatetiel@afrom a
storage expert at 50% FTE could cut down this firam 12 to 5 calendar days.

4.5. Document Lustre results

5. Assess HDFS

5.1. Deploy storage service and related servers (BeStMan, GridFTP, ...)

As already tentatively agreed, we assume that tB& Cstorage Group will be available for the basic
deployment of the storage solutions and interfaés.assume 3 days of full time effort: this estimbas a
potentially large error.

5.2.Integrate FG with storage service with HDFS
For example, integrate HDFS VMs as WN. We assuraettie FermiGrid team will be available to worlOzh
FTE on this task.

5.3.Run benchmarks to compare performance with known results for HDp&mi@e
storage as appropriate

This task could benefit from external help for theme reason as task 4.3. It is estimated that fredp a
storage expert at 50% FTE could cut down this firam 12 to 5 calendar days.

5.4. Run measurement suite with real jobs for HDFS
This task could benefit from external help for theme reason as task 4.3. It is estimated that fhetp a
storage expert at 50% FTE could cut down this fim 12 to 5 calendar days.

5.5.Document HDFS results

6. Assess BA for comparison
It should be noted that the WN of the GP Farm ommii@rid and FermiCloud are in GCC and have aboft a
GBit network connection to the BA, which is in FCTo stress the BA from FermiGrid or FermiCloud, we
need to generate high IOPS test (e.g. moving aflsimall files), rather than high bandwidth teste(network
might saturate before the BA, in this case). Tteswe tests should also used for Lustre and HDF&8|dw us
a direct comparison with BA results.

6.1. Devise minimally disruptive testing technique



For the estimate on the amount of effort (1 FTE kyeee assumed the availability of BlueArc expeaselp
with this task. This plan will define high IOPSteappropriate for BA.

6.2.Run benchmarks to compare performance with known results for BA. (2ptstorage

as appropriate
This task could benefit from external help for theme reason as task 4.3. It is estimated that fhetp a
storage expert at 50% FTE could cut down this fiam 12 to 5 calendar days.

6.3. Run measurement suite with real jobs for BA
This task could benefit from external help for theme reason as task 4.3. It is estimated that fredp a
storage expert at 50% FTE could cut down this firam 12 to 5 calendar days.

6.4. Document BA results

Reports and documentation

7.1.Relate Data Intensiveness requirements and technology assessment
In both plans we assume that we had external baligliver the analysis of the data intensivenegsirements
for IF and Runll (see task 1.2)

7.2.Document relevance of the study for GPCF
7.3. Study references in literature to assess operational propertieselomgesilience, etc.
7.4. Gather all documentation

Plan

In this section we show two execution plans for the project. One assumnexternal help,
except for the “analysis of selected storage metrics &ta Intensive jobs from Runll and IF”
(see comments on item 1.2 above). The other assumes help from onenatidésource at
50% FTE on a few selected items.

The estimated termination of the plan without help is late Nov 2010.eShmated
termination for the plan with help is early Sep 2010. Both timelnayg be possibly shortened
by reducing the scope of the storage performance study.



Comparison of the Plans with and without Help

WBS |Hame Start Finish |Work | Duration|Slack Cost |Assigned to|

1 Document Assessment Process Jan 11 |Feb 17 [16d |27d 4h |202d 5h |0

L.l Select relevant storage requirements/metrics Jan1l |Jan20 |3d 7d 4h 7d 4h 0 GG

1.2 Analyze selected storage metrics for Data Intensive jobs from Runll and IF Jan20 |Feb17 |10d |20d 202dsh |0 Help!

1.3 Dacument data access models for the technologies considered Jan 20 |Jan 29 3d 7d 4h 5d 0 GG

2 Deploy the physical and virtual test infrastructure Feb 1 Mar 1 4d 21d 14d 0

21 Design HW and VM layout to support the evaluation of storage technologies Feb1 Feb 10 |3d 7d 4h 7d 4h 0 GG

2.2 Procure / commission Cloud infrastructure Mar 1 Mar 1 1d 1d 14d 0 ST

3 Prepare testing infrastructure Feb 10 |Mar 19 [11d |27d 4h o

3.1 Commissien storage benchmark for technology assessments Mar 1 Mar19 [3d 15d 0 NH

3.2 Gather and learn to run real user jobs from Runll and IF Feb10 [Feb19 [3d 7d 4h 5d 0 GG

3.3 Develop measurement suite for real user jobs Feb 22 |Marl0 |5d 12d4h [7d 4h 0 GG

4 Assess Lustre Mar 22 [May 26 [20d |48d o

4.1 Deploy storage service and related servers (BeStMan, GridFTP, ...} Mar 22 [Mar24 [3d 3d 0 TL

4.2 Integrate FG with storage service with Lustre Mar 25 [Apr7 5d 10d 0 ST

4.3 Run benchmarks to compare performance with known results for Lustre. Optimize storage as appropriate Apr8 Apr26 |5d 12d 4h 0 GG, NH

4.4 Run measurement suite with real jobs for Lustre Apr26 [May12 [5d 12d 4h 0 GG, NH

4.5 Document Lustre results May 13 |May 26 [2d 10d 0 NH

5 Assess HDFS May 27 [Jul 26 20d [42d 1h 0

5.1 Deploy storage service and related servers (BeStMan, GridFTP, May 27 |May 31 |3d 3d 3gdih |0 TL

5.2 Integrate FG with storage service with HDFS May 27 |jun7 5d 7d 1h 0 NH, 5T

5.3 Run benchmarks to compare performance with known results for HDFS. Optimize storage as appropriate Jun? Jun 23 5d 12d 4h 0 GG, NH

5.4 Run measurement suite with real jobs for HDFS Jun23 |jul 12 5d 12d 4h 0 GG, NH

5.5 Document HOFS results Jul 12 Jul 26 2d 10d 0 NH

6 Assess BA for comparison Jul26 |Sep29 [17d |47d 4h 0

6.1 Devise minimally disruptive testing technigue Jul 26 Aug 11 |5d 12d 4h 0 GG, NH

6.2 Run benchmarks to compare performance with known results for BA. Optimize storage as appropriate Aug 11 |Aug30 |5d 12d 4h 0 GG NH

6.3 Run measurement suite with real jobs for BA Aug 30 |Sep15 |5d 12d 4h o GG, NH

6.4 Document BA results Sep15 |Sep29 |2d 1od 0 NH

7 Reports and documentation Sep 29 [Nov 29 (14d |42d 4h 0

7.1 Relate Data Intensiveness requirements and Technology assessment Sep29 |Oct20 |3d 15d 0 GG

7.2 Document refevance of the study for GPCF Oct20 |Nov10 |3d 15d 0 GG

23 Study references in literature to assess operational properties, long-term resilience, etc. Sep29 [Oct20 ([3d 15d 15d o NH

7.4 Gather all documentation Nov 10 |Nov 29 [5d 12d 4h 0 GG, NH
Fig 1. The timeline and resour ce assignments of the plan without help

WBS |Name Start Finish [work | Duration |Slack Cost | Assigned to

1 Document Assessment Process Jan 11 |Feb17 [16d |[27d 4h |146d 3h [0

T3 Select relevant storage requirements/metrics Jan1l |jan20 3d 7d 4h 9d 1h 0 GG

1.2 Analyze selected storage metrics for Data Intensive jobs from Runll and IF Jan20 |Feb 17 |10d |20d 146d 3h [0 Help!

1.3 Document data access models for the technologies considered Jan20 |Jan 29 3d 7d 4h ad 0 GG

2 Deploy the physical and virtual test infrastructure Feb 1 Mar 1 ad 21d 1d 4h 0

2L Design HW and VM layout to support the evaluation of storage technologies Feb1 Feb 10 [3d 7d 4h 6d 1h o GG

2.2 Procure / commission Cloud infrastructure Mar 1 Mar 1 1d 1d 1d 4h o 5T

3 Prepare testing infrastructure Feb 10 |Mar3 [11d |15d 0

3.1 Commission storage benchmark for technology assessments Mar 1 Mar 3 3d 2d 4h [ Help!, NH

3.2 Gather and learn to run real user jobs from Runll and IF Feb10 |Feb12 |3d 2d 1h 9d 2h 0 Help!, GG

3.3 Develop measurement suite for real user jobs Feb12 |Feb18 [5d 3d 4h 9d 2h o Help!, GG

4 Assess Lustre Mar3 |Apr20 |20d |34d 0

4.1 Deploy storage service and related servers (BeStMan, GridFTR, ...} Mar 3 Mar 8 3d 3d 0 TL

4.2 Integrate FG with storage service with Lustre Mar 8 Mar22 |5d 10d 1] ST

4.3 Run benchmarks to compare performance with known results for Lustre, Optimize storage as appropriate Mar 22 |Mar30 [5d 5d 4h ) Help!, GG, NH

4.4 Run measurement suite with real jobs for Lustre Mar 30 |Apr 6 5d 5d 4h 0 Help!, GG, NH

4.5 Document Lustre results Apr6 Apr20 |2d 10d o NH

5 Assess HDFS Apr 20 |May 28 [20d |28d 2h 0

5.1 Deplay storage service and related servers (BeStMan, GridFTP, ...) Apr20 |Apr23 ([3d 3d 25d2h [0 TL

5.2 Integrate FG with storage service with HDFS Apr20 |Apr29 [5d 7d 1h o NH, 5T

5.3 Run benchmarks to compare performance with known results for HDFS. Optimize storage as appropriate Apr29 [May 7 sd 5d 4h o Help!, GG, NH

5.4 Run measurement suite with real jobs for HDFS May 7 |May1l4 [Sd 5d 4h o Help!, GG, NH

2.5 Document HDFS results May 14 [May 28 |2d 10d o NH

6 Assess BA for comparison May 28 [Jul 13 17d |31d 5h 0

6.1 Devise minimally disruptive testing technigue May 28 |Jun1l6 [5d 12d 4h 0 GG, NH

6.2 Run benchmarks to compare performance with known results for BA. Optimize storage as appropriate Jjunié |junzl |5d 3d 4h 0 Helpl, GG, NH

6.3 Run measurement suite with real jobs for BA Jun21  [jun 28 5d 5d 4h o Help!, GG, NH

6.4 Document BA results Jun2% |jull3 2d 10d 1] NH

7 Reports and documentation Jull3 |Sep9 [14ad |42d4h [}]

7.1 Relate Data Intensiveness requirements and Technology assessment Jull3 Aug 3 3d 15d o GG

L7 Document relevance of the study for GPCF Aug3 |Aug24 [3d 15d o GG

7.3 Study references in literature to assess aperational properties, long-term resilience, etc. Jul13 Aug 3 3d 15d 15d 0 NH

7.4 Gather all documentation Aug 24 |Sep 9 5d 12d 4h 0 GG, NH

Fig 2: The timeline and resource assignments of the plan with help




Hame Wark [2010 12
[Feb 2010 [1ar 2010 Taor 2020 [Mav 2010 [iun 2010 [t 2010
Document Process 16d
Selact relevant storage requirements/metncs 3d GG {40
Analyze selected storage metrics for Data Inzensive jobs from Runll and IF 10d I ] bielp! 501
Document data access models for the technologies considared 2d fE—r
Deploy the physical and virtual tect i Agd
Design HW and VM layout to support the evaluation of storage tachrolog ad
Procure | commission Cloud infraserucsir 1d
Prepare testing infrastructure 11d
Commission storage benchmeark for technology ad H 1201
Gather and leam 5o run real user inbs from Runil and IF ad
Develop measurement suite for real user johs =d
Assess Lustre 20d
Deploy starage service and related seryvers (BeStMan_ GridFTE. ) 2d
ntegrate FG with storag rvice with Lustre Sd
w0 benchmarks o compare gerformance with kngwn resylts for Luste, Ogtimize storsge 35 approorgte | 5d
Aun masuremens suite with real jobs for Lustre 5d
Document L 2d
Assess HDFS 20d
Deoloy storage service and related servers (BeStMan, GrdfFTP. ) ad
ntegrate FG with storage service with HOFS 5d
Run banchmarks to compare performance with known results for HOES Optimize storage as appropns =d
Aun measuremens suite with real jobs for HDES 5d
Document HOFS resuls: 2d
Asc BA for comparizon 17d
Deyvize mpnmally disruptive testing tachniouys od
Run benchmarks to compare performance with known resuits for BA. Optimize storage s= sspropriate 5d
Aun measuremens suite with real jobs for B4 =d
Document BA results 2d
Reports and d i 1ad
Agare Data Intensiveness ragui and Technol assessment 2d
Document relavan f the study for GPCF ad
Study rafes ir litarature to assess ogerational properies long-term recilisn I 3d
ather all 2 zd
[2011 11 [2011 12
[aua 2010 [5en 2010 locr 2000 Thiow 2010 [pec 2010 [izn 2011 TFeh 2011 [Mar 2011 Lo 2011 Thay 2011 [un 2012 Jiul 2011 [aun 20
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GG [20], NH [20]

Fig 3: The Gantt chart for the plan without help




Name Work [2m0 s
TFeb 2010 Twar 2010 Apr 2010 May 2020 Tiun 2010 [l 2010
Document Process 16d
Select relevant storane requirements/metrics 2d s a0 |
Analyzs selectad storsqe metrics for Dsta Intenswe jobs from Aunll and IF 108 Halp! (501
Decumenr daza accecs models for the technologies considerad ad  —
Deplay the physical and virtual tect i ad E
Design HW znd WM lsyout to suoport the evaluation of storage techralog 3d
Procure { commission Cloud infrastructur 1d T
Pregare testing infrastructur 11
Commission storags benchmark for sechnoloay ad Helpl, W [20]
Gather ang leam to run real user iobs from Aunll and IF 3d 1
Develop measurament suice for real user iobs 5d 120]
Assess Lustre 20d
Deolay srorage senyice and related servers (3eStMan GridFTP | ad
insegrats FG with storags service with Lusir B
Run benchmarks to compare performance with known results for Lusire Optimize storage s approprate | 5d 1201, KH [201
Bun messurerent suite with real jobs ¢ = 1. G3 [20], MK [20]
Document Lustre res: 2d NH (201
Assess HDFS 20d
Deoloy srorage service and related servers (BeStMan. GrdFTE. ad
HOFS B
Zun benchmarks to compare performance with known results far HOFS. Opsimize storage o 5d 1201 NH [201
Bun messureren: suite with real jobs for BDFS =d GG [20], NH [20]
Document HDFS el 2 | NH £20]
Assess BA for comparison 17d
Devise minimally disruprive testing techigu 5d 1201, H 120]
Pun benchmarks to compare performance with known results for BA. Optimize storage 25 approprate 5d
Fun messuremen; ich real jobs for BA 54
Document B4 res, 2d
Reports and d 1ad
Relare Data Intensiveness requiraments and Technology sss ad
Documen f the study for GPCE ad
Study ceferen erature to sssess operations! groperies longterm resilience et 3g
ather all do 5
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Fig 4. The Gantt chart for the plan with help
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