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Why Remote Operation? Why at FNAL?

® Thousands of collaborators located all over the world
® Most of them not resident at CERN

® Collider H.E.P. facilities have, however, never been
more concentrated at a single site

® Need to disperse and disseminate

ceosT]

Advantage at FNAL for USCMS:

* Natural base to serve large USCMS commun/ty

* LPC — LHC Physics Center
* Tier-1 center, Data Operation team

* Tevatron experiments’ experience & resource sharmg

* Remote work base for LHC accel. study & operatlon

* Impact on future of HEP — way to operate e | OT
*Tools developed here for the remote  monitoring are: NOT, Zgs

5 ""t

site specific --> can be used at any. F?OCS (eg CMS centerexata E
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ROC mini History

WBM effort continues.....

MTCC L,1i

DQM work con

tinues ...

Global comm

ssioning runs

we are here
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/ LHC @ FNAL Remote Operations Cenfer

_——~ | Remote Operatlons

ChS E E _UCR1 zoa7

[ Infrastructure

Fermilab Remote Operations Center, CMS Underarove!GontraMEbam e -.

LHC@FNAL
2007 MAY Gilobal Integration Run.
There are many of us (USCMS people) in action
here and there!

ic. __round tool development- *

. Tools needed for remote status display (DQM, WBM, S3 etc...) CERN
* Must be easy to use and flexible, but robust

* Cooperative with firewall, security

® Must survive trans-Atlantic crossing

* Reuse where it make sense: online and offline monitoring
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CMS.~
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2007 CMS ROC Shift Activities at LHC @ FNAL =

The first group to use the ROC for shifts was the CMS Tier-1 computing administration
operations team which was during weekday business hours.

» Responsible for FNAL Tier-1 resources (~ 50% of CMS computing in U.S.)

* Provides central support for the several university-based Tier-2 centers

The first detector group to use the ROC for shifts was the silicon tracker (Lenny's talk) .

We are working closely together with
Commissioning people, (Tiziano/Darin et.
al.,) DQM team (Emilio/Andreas, et. al.,),
Subdetector DQM people, DPG, Data
Operation, DBS, DataBase/Trigger/DAQ,
software support people ...

We would like to engage even stronger with
the data operation and DPG groups — for the

Current: Global runs & data handling (Transfer/Reconstruction,
] etc.) and analysis of the commissioning
Data Operation data from the real detector.
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http://uscms.org/roc

ROC Web Page

Base page for

many useful links

Information kept
up-to-date

by Alan Stone

File Edit Wiew Go Bookmarks Tools

Help

@~ - & ) ) [ hup: /www.usams.orajroc/

\_JFermilab | JLINUX

= CDF

JCMS | JRUN

—Jutil

e
LHC @ FNAL Remofe Operations Cenfer

[ ®co lCL

.-u-..
AE

WERB-BASED

WA

MONITORING

The CMS Remote Operations Center at Fermilab is located in Wilson Hall. The FNAL ROC provides a suite of software tools for accessing, processing

and analyzing various types of local and remote CMS data. In 2006, CMS physicists working from the FNAL ROC participated in real-time data monitoring

with the Magnet Test and Cosmic Challenge. In 2007, shift duties for the Silicon Tracker Slice Test and the next phase of the Magnet Test will be

performed from the FNAL ROC. For the LHC collider run beginning in 2008, CMS shifts will be taken at the FNAL ROC to complement shifts at CERN,

and remote monitoring will continue to improve with automation and new tools such as trigger, luminosity and data acquisition.

WEM ELog
nippon.fnal.gov Runs
ROC
Screen Snapshot Service Accounts & Nodes
CMS Workbook Directories / Glossaries
Computing Console Map
LHC@FNAL
Telephones To Do List
DES D y D Perfor
Global
Online DQM GUI Process Summary
Run SM Playback Technical Coordination
Computing dCache
LPC
News Remote Analysis Builder
Page 1 Agendas/ Map / Daily
CMS Helpdesk CMS Centre
CVS/LXRA Data Management
CMS
Event Filter/ SM Framework & EDM
Savannah Software
Controls/ Safety ECAL
LHC Accelerators & Beams Dashboard
CERN Bulletin / Courier Document Server
: All Exp Mtig Beam Status
Fermilab
Today Training

Mailing List Meetings
CvVs SiTracker
New User Instructions WebCams
Photos VRVS/EVO
Documents Mailing List
Video Conferencing
Dam ELog
R \mary P Service
Trigger Weather Station

Linux PC Inventory

Resources Grid

CMS Times

CMS Notes
Dam

Luminosity
Timing & Control

Electronics
Experiments
Information Technology

Computing

Users' Office

Maintenance & Op

Presentations & Notes
MTCC

Google / Wikipedia

One East Mig Schedule

Meetings
SM Page 1

Software Environment

HyperNews
CMSsSW

Event Display

MonALISA
Trigger & DAGQ
Tracker

Outreach
Site Maps

List Server

Weather

gs/ Rooms
USCMS Photo Gallery
Simba

CPT

WebCams 1/2 /3/4/5/6

/Tr/8/9 10 /11
Online Selection
TWiki
XDAGQ

Webcams

Users' Office

Seminars

VMS

K

Done
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WEB-BASED

CM5. -

wm Background: WBM (Web-based Monitoring) Ll——

MONITORING

* These are tools developed mainly by Bill Badgett, et. al., over
the years of CDF running/monitoring. These tools have been
found extremely useful (Trigger/DAQ/subdetector experts at
local and remote locations ).

* In February 2006, we proposed to install the WBM tools to
CMS. Shortly after we began the development and
iImplementation.

* WBM is a general tool, and CMS specific applications are
rapidly developing.

* In addition to WBM software tool development, we also
installed powerful server machines (cmsmon and
cmsmon_dev) in order to distribute information outside of the
experimental hall (P5) reliably for all the CMS colleagues.
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WEB-BASED

WM Examples of WBM --- RunSummary Pages

MONITORING

&) CMS RunSummary - Netscape Browser glﬁ”g]
File Edit Miew Go Bookmarks Tools  Help
& - -2 @ - | s=aren| | M hitpsijcmsda.cem. chjcmsmenfemsdbserviet/Punsummar, ¥ | (] SERUETY K @
|.T.| + '_\_ CMS RunSummary @- : =
= ‘ ‘ 20 CMS RunSummary - Netscape Browser
Rows: 1 Data: root | text | xml uery N
et | l File  Edit Wi Go  Bookmarks  Teols Help
RUNNUMBER USERNAME SEQUENCE BOOKINGTIME RUN_MODE  START TIME STOP_TIME  TRIGGERS EVENTS |]""| " |‘ CMS RunSummary @l _
— ] *
2241 toppro CESSY_DAQ 2006.05.10 13 4046 null LRl santE i s0202 50222 =
Column min max clear 3
Rows: 3 Data: root | text | xml | query CHANGE_DATE  [200608.10_15.40:45  |[200E.0B0_16:2515 | [
COMPONENT  AVERAGE_RATE_HZ AVERAGE_SIZE AVERAGE_SIZE_RMS N | MAGNET_CURRENT [1786 TIEE
BU_PERFORMAMCE 8.559 262492.814 127.999 96 Subrit | T
EVM_PERFORMANCE 19.201 72.000 DED 43
RU_PERFORMAMCE 18.756 87469.880 31.728 129
| DCS_ENVIRONMENT.CMSFWMAGNET2DCS | Entrles 290
LTC_CONTROL Configuration LTC_CONTROL Rates, n=44 MagnetStatus —
Trigger MName Enable AVERAGEDEFFICIENCY 1000 Temperature, °K 5,034 n=2432006.05.10 16:25.13 = 7
0 DT 1 AVERAGEDLIARATE 19,131 Current, A 566,086 #=1782008.08.10 16:25:13 /200 %
1 CSC 0 AVERAGEDRAWLIARATE 19,131 MAGNET_CURRENT, & 588,172 n=200 2008.08.10 18:25!14 £ 0 i |
2 REC1 o ELOCKEDTRIGSERS 0OE0 WACCUUM, bar 1.665118E-6 »=0~ 2006.08.10 15:02:09 =2 - !: 1!
) RBECZ2 o EFFICIENGY 0977 * no values during run; last value before run is shown 01000-~ i b |
4 RPCTE 0O L1ARATE 18523 o r 4 5
5 na ] RAWVLIARATE 18.523 G B § |
< - b B
FED E =%00r i \
nable Masks J
Component Id Status OK? [ H 1
ECAL  o10 ot Good PO A S Nl
HCAL 700 0x3 Good L. / 4 .’,
HCAL 701 O3 Good s A "\_‘ 3
HCAL 702 0x3 Good ~ F 4 3
|| Dons || ‘I Spyware Protection Hot Effective I 400 I'- ‘\ “
F = |
i S 1f
[ .,
& '] ; . ; il
° I_ I 15:45 15:50 15:55 1600 1605 16:10 16:15 16:20 16:25
Clickable measurements e

> Drill-down capability =

Rows: 280 Data: root | text | »ml | query

® P I ot C re at i o n CHANGE DATE MAGNET CURRENT

2006.08.10 15:40:49 196.000
2006.08.10 15:40:52 202.000 v

> P.rov i d e S R 0 o.t TT ree .a n d @, httpifjcmsdag.cem.chiemsmoncmsdb/serviet fGenericQu. .. | | & Spyware Protection lot Effective |
histogram object in file

> Resizeable on resubmit
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WEB-BASED

WA

MONITORING

Examples of WBM (cont.) ----

DCS information

® Access to current “right-now” conditions
® ...and historical settings and trends...

Address (& http: femsmon.cern.chfcmsdb/serviet/DesLastValue PSNAPSHOT _TIME=2007.07.03_00:00:00

|v|BGo ¢ File

DesLastValue

Tk_Barrel
Yoltage
Current
Temperature
Tk_Disc
Yoltage
Current
Temperature
HCal
Geometry
Preshower
Temperature
Humidity
Documentation

WEB-BASED

Zl
MONITORING
cmsmon@cern.ch

Tk_Barrel Voltage

SHWAPSHOT TIME 2007.07.03_00:00:00

[—SelectSoure—[v]| v 2007.07.02 23:59:25 UTC [CEN EEENEIEEEEN

- 4\\
’:;/"‘,.._'_-":.Z\\:\\ \WToB T.6.1.2.5
Wt AN Vo 2.5
: *-"'-:-;»3\,\«‘\ V1l 1.255
RN ‘l V2 299.9
&%&\h} [ lva_s00

f

Tracker DCS info. from TIF Test

UNKNOWRN

HCAL Channel Info. in preparation

HCalChannelQuality

Stop Refreshing I
sap [GESE B o=~0 eno

Nov. 5th, 2007
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More Run Monitor Tools =

#/CMS Page 1 - Microsoft Internet Explorer Eﬁ

File Edit View Favorites Tools Help (@)Back - () \ﬂ @ _:‘| Addr'essEBE]http:;’/cmsdaq.cem.ch/cﬁqGO r}?'

Web-Based |

Page refreshed at: 2007/08/13 22:44:17 CET 20:44:17 UTC CMS Page 1 ~ MonitdlinG MS “Page 1,, top |eve| Status d|sp|ay

All other times given in UTC

simplicity for even the most naive user

Run Information DCS Environment

Booking time 2007/07/27 17:19:01 DAQ cluster dew point 84C (Oracle Portal)
L1 trigger rate N/A DAQ cluster relative humidity 39.6 %

Run number 14920 DAQ cluster temperature ~ 21.9C

Startfivs  aU07RIET 172003 s | (S-Murray)

Stop time 2007/07/30 16:02:13 DAQ room temperature  24.8 C

CEEETE N, | Magnet room temperature 20.8 C

CMS.LVLO:RC_STATE Destroyed FED room temperature 21.8C
CMS.LVLO:DAQ_STATE  Running SX5 temperature 1RARC 5
CMS.LVLO:TRG_STATE  Running FERMICAB MTEE FIl Lists Eh i el

DAQ Tests

WBM: Zongru Wan, William Baclgett & Steven Murray
Comments: Steven.Murray@cern.ch

FERMILAB PROCESS SUMMARY PAGE

List of data files [txt], List of root files [txt]. Runs being (ar not} converted [txt].

MTCCI - ]
&] Done 44014457 grean=files converted, (=1 5==being transfemed/converted, rad=no files available.
Dam
Run | datFiles @CERN | Totalevents | datFiles @FNAL | root Files @FNAL | Total Size Stop Time Magnet I[KA] (B[T] —— —— —
TRG |TRK ‘ HCAL | csc
2600 ‘ A | 776956 ‘ AqiEwiS] l apezisd] . 187 68 ‘ 2006.08.27 16:59:42 | 18.2kA/37995T --- n
2509 ‘ A | 766532 ‘ Aisarise] m| 18408 ‘znus 0827 1537:05 | 18.2KAITO95 T ..--
27063318 2508 A nul A ‘ o | 0.00bytes | 20060827 14:22:39 | 182KA/38001T | In | I | In in
. .
‘ :M:S Ferl I ”Iab Data FIIe Pro‘ :eSS : 2596 s 783850 At | 116GB | 20060827 141311 | 182kABTAS5T .- out -
e 2505 ‘ fat) | nul ‘ Ay ’T| 0.00bytes | 20060827 1306:24 | 182 KA3.8001T ’T,TW,T
Summary Page
5 2504 Atz 522258 Az aaizs) 150GB | 2006.0827 1256:41 | 182KA3.T996T
24052498
. . . .
FlleS Copled to FNAI I Ier 1 Slte and 2593 ‘ Atz | 508638 ‘ Ajiasiizs] | 145 GB ‘ZDDEUEHH'SEE} 182 kAI3.T995T ----
. 2502 A nul A g | 0.00bytes | 20060827 095334 | 182KA38001T | In | Out | Out | Out
status of processing "TEEEEEETE - krrad | | B
2500 el 15829 ‘ Ay | 432068 | 20060827 092219 ‘ 182 k437999 T ..-
2589 s 221165 ‘ Asiss] | 515GB | 20050827 08:49:07 | 182KA38T .--
2588 ‘ Al | nul ‘ AL ‘ A |DEIEI[Mes ‘ZDDEUSZTD‘/'AEU 18.2kAB8005T | In | in ‘ In
2587 ‘ A | 863688 ‘ A l AT .| 206G ‘ 2006.08.27 07:41:42 | 18.2KA/3.7998T . -
2586 ‘ Al | nul ‘ Aso #405] |UDDhy‘e5 ‘ZDDEUSQ? 05:3220 | 1B2KAB8001T | In [ In ‘ In | in ]
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DQM / RootBrowser =

cMs

# DQMBrowser - Microsoft Internet Explorer g@@
File Edit View Favorites Tools Help (&) Back - () =] & _;'| J—\ddresséE]htip://cmsmon.cemch/cmsdb/servlet,_-:fGO ';?'
Dynamlc Javascrlpt Run 8022 EootDisplay. )
. . 23 RootFileTree T!—!lF:ChargeOfEachCluster;1
displays with P13 SiSUROine runsoze reot e e
E+3 DOMData File: /cms/mon/data/dgm/online/000/008/022/5iStripOffline_runs022 . root
Tomcat/Java 4 o
E ChargeOfEachCluster
B3 hanicalvi ChargeOfEachClustsr
backend e Tr::ic anicalview | ChargeOfEachCluster E:::ies ==
F{1 sistrip\Weblnterface_B022.raot - ::Iasn ;25291
®{3 siStripWeblnterface_8022.raot 12000 [ — T
Mg i prereloase version Mease file any feature reguests and ary Bess you lind in Sevannah, SPFPF(?OH TraCker Integratlon FaCIlIty
Adion: Subetibe, Moiubicnbe, g BUGt :_ Cosmic Ray Run
st o] T CatiFrmaMerine 3 HF [
P |ivens Mon [hig ¥ o ]| = wHroig 800G
e Moah HF O L
Plasbiachd BE-‘IIJE-'-RC'\' HO ] L HF :..- 4000 :7
2000 |
Di b LT L e e e L T
] 50 100 150 200 250 300 -
& Internet

Hadron Calorimeter (HCAL)

Global Integration / Cosmic Ray Run
New DQM GUI with user markup (Lassi)

Andreas Meyer and Lassi are at FNAL this week.
We will be working on core DQM, DQM GUI,

FEUEREEN

interface, sub-detector needs, etc this week
intensely.

Nov. 5th, 2007
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CMS
Screen Snapshot Service, S* L( 2

* Remote Operations need Remote Knowledge

» Operations screens, e.g. RunControl, HV Control, EventDisplay
valuable for remote users to know what is going on

> But normally have tight restrictions on access to nodes

®* What is the Screen Snapshot Service?
> A way to provide periodic, read-only copies of display images
(snapshots) for remote viewing

> Similar to products like VNC, pcAnywhere, and VGA2WEB but
without the cost or danger of accidental remote control

» Can be used to make private-network displays viewable on the
public internet (useful for remote monitoring)

» Uses commonly available technologies for portability and ease of
use: Java, JSP, Tomcat

Nov. 5th, 2007 CMS Tier1 visit to FNAL, “Commissioning, Global Runs & ROC”, Kaori Maeshima 12



Screen Snapshot Service Example =

ﬁ CMS SnapShotService Image List - Windows Internet Exp..

=

G._ =4 ™ @] httpyffocrmsman. cern.c % 4% |5
File  Edit ‘Wiew Favorites Tools  Help
el ? =" . - >
P G0 | @8 CMS SnapShotService Ima. .. | ‘ E A | [ W
| 1

SnapShotService Image List

Image capture of screens in the CMS Control Room

« RunControl-0
s RunControl-1

Updated Thu Aug 30Wg18:28 GMT 2007

Run S3on your computer = =
o™ | &) httpyficmsmon.cerm.chisnapshat/Showlmage. | | *r

e Er——
« EventDisplay USCS5EVDO01-0

e Snapshot Service Image (RunControl-1) - Windows Internet Explo

EEX IGUANA EventDisplay

Actual snapshots from

Go-

File Edit Wiew Favorites Tools  Help

2] hitpficmsmon cern chfsnispshot {Showlmage. jspPid=a37571 ¢

W% @t | @ snapshot Service Image (EventDisplay USCSSEVDO1-0) |

/= Snapshot Service Image {EventDisplay USC55EVDO1-0) - WM{W{ Eiq)_lp_gr ’

.30 CMS global
_integration run

x| |
WEB-BASED File Wigw  Favorites  Tools  Help
W oshot Service Image (RunContral-1) | | 3 -J:?,’ %
hon na B e G dmeh Dae Lo S R
5% Documentation & ; $ 2w s @
Done [ :h |
- | e I ez s 4 A ot O g @1 155 v v g RO e
Done antemet H1o0% v
-
y 1
MS Runkzantrol 5 6 :

(see Alex Oh, CHEP’07 279)

.30 TES

9.0/0.0 fos

Nov. 5th, 2007
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cms

CMS Collision Hall — Busy & Crowded K

Vi S i ‘t‘f’ AN
> 541 - b ," 3 Status&ScheduIe

Slllcon trac r s
7774 * Nov. global runs — extended to be two
47 weeks long: Nov. 26 — Dec. 7th

* In April 2008, Cosmic runs with
- magnet (3.8T) is planned.

* Summer 2008 collisions

““Muon drift tubes SEre ; ) ‘ Q P
. , \7 7, ! .»,’ ] ‘ 5,. v w 4 : - I .
. - Selenold=; on CMS Gollision Hall 2007
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CMS,

Increasing Complexity of the 2007 Global Runs & —

Participating Subsystems in Global Runs

8
GRES
Progress in Trigger/DAQ/DQM, also
» Cosmic trigger with DT
* Using GT
* GRES- GCT read out (configured manually)
GREA
5 - HHo
=}
B Tracker FEDs
4l ¥ (CSC FEDs
HRPC
' NEp
G REJ G REJ BpT
3 UHF
RPC
5
DT
GREM
1 -
HF
0
May June July August September
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CM5
GRES Summary, GREN Preparation =

 GRES Concluded (Sept. 26 — 28)

— Ran 7HB wedges, 3 HO sectors, 4 DT sectors, 4 RPC sectors and
CSC and Tracker FEDs

— Data ( ~5GB) taken and shipped to T1-FNAL and T2-Florida, T2-MIT,
as well as the CAF

— Analysis of GRES data started show important findings which could
not be found looking at MC data (noise, alignments, timing, etc...)

« Next global run is GREN (Nov. 26 — Dec. 1)

— Implies completing transition to CMSSW170, XDAQ3.11/SLC4, and all
the necessary preparations beforehand

 Prompt GRES and GREN data reconstruction by the data
operation group would really help for the CMS commissioning!
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Correlated DT, CSC Noise

. Test
_@00? fgoo:
¥ _ DI - | ib.. .
6000 == = = = 6000~ t ge¥8 CSC Run 20558
— — — —_— C |
r — p— — j— = I
— [— p— — - 0O
r — — —_— _— 5000— |
5000 = — — — - B (HV off!)
_— = [r— pm— C E
4000 —— e = — 4000 g
—— — — = C =
[ —— =] —_— — - O
F — f— — j— C 0O
3000 = — — = 3000 :
r —= — — j— = 8 o o
= = = [ 1 L 1 =] [} o oo Ogd o Oo
2000 = Z I | } 20005 E 5 ®s" g Bg "Seas H "g "oR°
C - i I‘ |H\ I‘| ?DDD oo =g DD E|D a "o 8 "o " 8
1000 == = — = 1000 %
— ——— I =53 =555 — [=]
5 T I = A AT = A A A= A Coovvn v e b bv v b Lo oy

a2

0.5 1 1.5 2 2.5 3 3.5 4
DT sector (0=W0S510,1=W0S12,2=W1510,3=W1S11)

7

Elog posting by Frank Geurts

Fri Oct 5 12:24:46 Entry time

Subject: CSC/DT Global Noise Run: found it
https:/cmsdag.cern.ch/elog/CSC/2796

..... the major source..: welding equipment....

500 1000 1500 2000 2500 3000 3500

Init Event Processor

gl MextEvent
M Provious Event
=H AutoEvents

Goto Event...

Bewinc

DT 2DSegment
DT 4DSegment
=DTs

- Wheel -2

Wheel -1

Wheel 0

Wheel 1

‘Wheel 2

= Muon GSC Evenl
Strip digis

Wire digis
Comparator digis

Evert Data Collections

Relrit Event Precessor

Ctrl-N
Ctrl-P
Ctrl-A
Ctrl-G
Crrl-R

4 %

S.044.8 Tp=

Bx number

(No information)

Full Tree

Run # 20561, event # 1385

v | [@ MINIDAG exper: summary -

Oss

[® cwvis caia qualry - Mazilla Fil & mescri@cmsusro:~ [ femacs@ uscsszvpon.cms [ ) cmssw visualiszrion - Uil [0 [ i o =
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“Slide from HCAL GRES Report”

(by Pavel, from a run meetin

« Very interesting/useful data

« Progress with DT vs HCAL timing, DB, pedestal definition, noisy
channels

- Looking forward to november run

‘ Untitled Document Data
CMS Event and Detector

|

- DT Hits

DT 2DSegment
- DT 4DSegment

Object V\%_J‘

e el
it Debug Help

dpsfaawdLo0@ L L HELY

e third of HB is now commissioned !!!

« Is it at all possible to try private DT/HCAL run earlier than late
november ??? (note: this happened. run 25179 on Oct. 22)

]

e S RN R ) R

Nov. 5th, 2007
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cms
summary =

CMS is now in new phase:

Most of detectors are in the collision hall and Commissioning “global runs”, while
each sub-detector work continues.

Many more sub-detectors are included in global runs, and can learn a lot from the
real data.

Availability of Coherent way of looking at the huge amount of information (data,
monitoring information...) is crucial for the CMS operation as well as for the CMS
remote operation. (most of the cases jobs to accomplish are common.)

Similarly, online/offline monitoring can share many common tools.
more organized 'shift activities' to be expected more and more at P5 & ROC.

Our Wish List from 'experience working on the global runs from ROC'

Better notification mechanism of the data file arrivals at T1.
Better transfer trigger mechanism (which runs being transferred....)

DQM results data transfer
We still need to experiment/experience about use of DB........

Latency of the Data Transfer became much much better. Thank you!!!
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