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19.f.	Accomplishments in FY04





The main priority for this year has been support of Collider, MiniBooNE and 120 GeV fixed target operation.  Also the Department has provided support for the electron-cooling project at the Wide Band lab, and the A0 photoinjector.  In the last year there has been significant effort devoted to preparation for NuMI operation scheduled to begin in late calendar 2004.  This includes providing a variety of hardware modules as well the software infrastructure for the control system.





Support for the front-end and high-level VMS based controls infrastructure continues.  Support is also provided by the department for some machine applications.  The project to migrate the central and client level layers of the control system from VMS to a more modern Java based architecture continues to progress.  The vast majority of processes with no user interface have been migrated to Java.  Migration of all seventy data loggers was completed. A small number of client applications are in routine operation, most notably an Autotune program for MiniBooNE and a substantial suite of tools to view data from the Shot Data Acquisition (SDA) program.  The infrastructure for writing Java applications has been upgraded, and is ready for more extensive use developing machine applications. 





An assessment has been made of the VMS applications base.  The size of this base appears sufficiently large so that migration of all of them from VMS to Java would not be done in a timely enough manner.  As a result of this analysis, a project to port the VMS application infrastructure to Unix has begun.





Hardware activities over this year include replacing old CAMAC power supplies, extension of control and timing links as needed, the LCW control system, providing vacuum and SWIC/multiwire readout, and MADC and IRM digitizer systems as needed.





A prototype of the next generation multiplexing ADC system, known as the Hotlink Rack Monitor (HRM) is mostly complete.  This has options for providing time stamped continuous data at 10-100 KHz and snapshot data at 20 MHz.





19.g.1.	Accomplishments Expected in FY05





Support for Collider, MiniBooNE, fixed target, electron cooling, and NuMI operation will continue.   Serious development of new applications, and conversion of existing applications to the new Java framework will be well underway.  Porting of the VMS framework should be completed as well as some fraction of the applications base.  Once there is more experience with developing machine applications, it should be possible to make a better estimate of the scope of the total conversion process and the resources required.





Deployment of the new HRM digitizer system should be done to locations that would benefit from access to higher rates and channel densities for ADC data.





The system will be continually evaluated for replacement of old and difficult to maintain components.








19.g.2.	Future Accomplishments Expected in FY06 and Beyond





The system will continue to be upgraded and modernized as needed to support accelerator operations.  Data acquisition engines and database servers will be periodically upgraded.  At some point the VAX based system will be retired.





Site Networking





19.d.	Background 





The Controls Department is responsible for all networking within the Accelerator Division.  This includes networks linking control computers, front-end computing systems as well as desktops.








�
19.f.	Accomplishments in FY04





The division ethernet network continues to be expanded as needed.  Installation throughout the meson area to service fixed target operation, and to connect the cryogenic department to the division network directly is complete.  The link to the CDF detector building was upgraded, and finally CHL has been directly connected to the division network.  By the end of the fiscal year, the central switch for the Main Injector area will be substantially upgraded to support NuMI and electron cooling operation.  Backbone links have been upgraded to gigabit ethernet.





The long-term future of the cabling infrastructure around the Tevatron remains an issue.  The existing plant still relies heavily on direct buried copper from the original ring installation.  Despite addition of some fiber over the years, there are sections with no or very limited expansion capability.  The front-ends for the new Tevatron BPM system can only be connected via 10 Mbit ethernet, it remains to be seen if this will be adequate. Studies have been performed in recent years on what might be done, but have not led to a solution that is both affordable and presents minimal risk to the existing installation.  The recent strategy has been to provide what is needed on an ad hoc basis, either special cable pulls or wireless links.  








19.g.1.	Accomplishments Expected in FY05





The network will be maintained and upgraded as needed.  It is hoped to develop a proposal to upgrade the cable plant around the Tevatron.  Gigabit ethernet backbones will be installed to selected places as needed.








19.g.2.	Future Accomplishments Expected in FY06 and Beyond





The network will continue to be maintained and upgraded as needed.








Computing Support





19.d.	Background 





The Controls Department is responsible for support of most computing in the Accelerator Division, including desktops as well as most computers in the accelerator control system.


19.f.	Accomplishments in FY04





In addition to day-to-day support, a major activity in the last year continues to be migration of desktop PCs from Windows NT4 to Windows 2000.  Over 90% of the 550 desktops have both been migrated to Windows 2000 and placed in the lab-wide FERMI Windows 2000 domain.  The remaining PCs are older or more custom configurations that will be more difficult to migrate.  The Department provides minimal support for Macintosh and other non-Windows systems.





Considerable effort continues to be expended on computer security issues.  Centralized mechanisms for installing operating system patches and performing virus scans have been upgraded to deal with the increasing rate of these problems.  An audit of the control system computers considered critical to operations was performed by the Computing Division.








19.g.1.	Accomplishments Expected in FY05





The computing facilities will continue to be supported and updated as needed.  It is planned that desktop machines be rotated on a five-year time scale.  Central server machines will require upgrading every three-four years.
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