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High bandwidth Instability Feedback

Technical Description

The instability feedback program addresses intra-bunch instabilities in the injector chain, and potentially LHC, that arise from high currents and interaction with electron clouds and impedances. The task combines accelerator physics, simulation models of particle motion,  control of dynamic systems, and high speed digital signal processing. The task  requires an active machine measurement and development program as part of the research. The project continues to provide excellent material for Ph.D. students in accelerator physics and engineering throughout the task plan, including MD measurements and dynamics simulations as well as technical development of system functions. 
The project builds and continues the LARP effort for SPS instability control. This HL and upgrade path will use the proof-of-principle testbed and SPS machine measurements to specify a system architecture and system design for  scalable and reconfigurable Instability signal processing.  The high bandwidth  Feedback  project will develop a full-function prototype intended for an operational control system in SPS and LHC . 
The major system elements include:
Wideband beam motion pickups ( vacuum structures)

Wideband beam kickers ( vacuum structures)

Beam motion receiver and processing electronics

4 – 8 GS/sec. digital signal processing for intra-bunch instability control

High-power GHz bandwidth RF amplifiers for beam excitation

Signal processing firmware and data flow hardware

System Timing and synchronization system to interface with SPS or LHC RF and accelerator systems

Operator interfaces, control  and monitoring software

Beam diagnostic software and beam instrumentation systems necessary to configure and adjust the instability control system

The work must continue the machine measurement and technology development program building on the proof of principle system to be tested at  the SPS in 2012 and continuing with wideband kicker installation in the 2013  shutdown. The dynamics measurements and achieved performance of the demonstrator will guide the functions and architecture of the full-function prototype
Cost Estimates

Estimates of manpower and technical components by year
2013 - 2014  ( per year costs)
 Continued development of demonsration processing  system capabilities via firmware, system simulations, critical hardware prototyping. CERN fabrication and installation of wideband SPS kicker based on 2012 kicker design report.
M&S costs $100K

Travel  $40K

3 FTE Staff ( SLAC and LBL)

1 FTE Fellow or Postdoctoral Scholar

2 FTE Graduate Students

2015 – 2016 ( per year costs)
Design studies of full-function prototype, control dynamics simulations, MD program to evaluate control techniques, critical hardware prototyping including evaluation of high-power amplifiers
M&S costs $100K

Travel  $45K

3 FTE Staff ( SLAC and LBL)

1.5 FTE Fellow or Postdoctoral Scholar

2 FTE Graduate Students

2017 – 2018 ( per year costs)
Detailed design and fabrication of full-function prototype including timing and synchronization, firmware and control interface, hardware specification and purchase of high-power amplifiers.

Continued control dynamics simulations, MD program to evaluate control techniques, system tests at SPS

M&S costs $ 550 - 700K ( signal processing excluding vacuum structures and tunnel cable plant) – ( total for system spread over two years)
Travel  $50K

4 FTE Staff ( SLAC and LBL)

1.5 FTE Fellow or Postdoctoral Scholar

2 FTE Graduate Students

Potential US Contribution

The US contribution would be the complete instability control system hardware, firmware and software necessary to operate and maintain a system at the SPS including operational spares. The CERN component would include the vacuum structures ( pickup(s) and kicker(s)) and all tunnel related cable plant.
The machine measurement and simulation program will continue as a joint US-CERN task, and the detailed design task can be collaborative including contributions from US and CERN. Opportunities continue for collaborations with LNF.
Schedules and Milestones
2013 - 2014  

Development of proof of principle system software, system simulations, critical hardware prototyping. CERN fabrication and installation of wideband SPS kicker.

2014 Milestone – Completion of installation of wideband kicker, preparation for proof of principle wideband tests after SPS shutdown

2015 – 2016  

Design studies of full-function prototype, control dynamics simulations, MD program to evaluate control techniques, critical hardware prototyping including evaluation of high-power amplifiers

2015 Milestone – operation and validation of proof of principle system including wideband kicker. Validation of control concepts and comparisons with simulation models. 

 2016 Decision point – approve concept for detailed design

2017 – 2018 

Detailed design and fabrication of full-function prototype including timing and synchronization, firmware and control interface, hardware specification and purchase of high-power amplifiers.

Continued control dynamics simulations, MD program to evaluate control techniques, system tests at SPS

2018 Milestone - Fabrication complete for full-function prototype system. .Commissioning and operation of the full-function prototype at SPS, evaluation of use at LHC, estimation of required kicker and system parameters for LHC operations.

Low Level RF Systems for SPS and LHC Upgrade

The SPS RF upgrade will include  new RF systems ( 2 frequencies) with new LLRF electronic systems. The existing LARP program has developed a beam dynamics/ LLRF system model which uses nonlinear simulation techniques to estimate the stability of the LHC beams and the RF systems. This simulation model can be updated  to study the new SPS RF systems over a range of operating parameters, and can be used to develop technical specifications for the LLRF functions to quantify the impact of imperfections and technical characteristics on the beam.
Technical Description

The  effort will continue these models and machine studies of performance, and will include the development of potential new control techniques which can be evaluated via simulations as well as via new control firmware in the LLRF systems. The goals of the effort will be to identify performance limits, evaluate the robustness of the configurations, and evaluate potentially improved operational schemes. The long-range goal is to keep the simulation ahead of the operational machine, so that potential difficulties can be understood and addressed via system configurations and new algorithms before they are experienced in the machine. The experience from this ongoing study can lead to development of new techniques and potentially higher accelerator performance. This effort combines accelerator physics and beam dynamics areas with detailed engineering skills in RF and signal processing. It is an excellent area for a Ph.D. student interested in the overlap of the technology and the physics.
Cost Estimates
This project requires mostly student and staff support, with travel and a modest hardware M&S budget to explore the technical characteristics of alternative technical features

.75  FTE Staff 

1 FTE Grad Student
Potential US Contribution

The major results are in models, software and knowledge, though it is possible that the insights from the work could lead to the development of new control techniques, with a related set of new LLRF system modules and functions. Many of the new ideas might be implemented as firmware updates to the next-generation LLRF functions in design at CERN.
Schedules and Milestones
2013 – 2014  Expansion of LLRF- Beam simulation, models of SPS upgraded RF and LLRF system functions.
2014 – 2015 Machine measurements and validation of models with operating upgraded SPS. Development of control techniques, optimization of SPS LLRF parameters in conjunction with MD program. Estimation of performance limits, design studies of alternative implementations with improved margins and operational limits.
