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1 Introduction
Many measurements at CMS that use jets will require that the Lorentz vector of the detected jets are corrected to
an observable definition that is independent of the response of the CMS detector. The goal of this note is to discuss
our plans for those corrections.

Jet corrections can be most easily introduced in the context of a simple example. Consider the hard scatter of two
incoming partons producing outgoing partons. The outgoing partons are jets at the parton level. In models of
QCD, the outgoing partons in conjunction with the rest of the event produce a shower of partons predominantly
collimated along the direction of the outgoing partons, which then hadronize into colorless observable particles.
In the Monte Carlo we can cluster all these outgoing colorless particles into particle level jets which are called
GenJets at CMS. GenJets are the level of jets which are made from observable particles. The actual detected
jets which we will primarily consider are at the calorimeter level, jets with Lorentz vectors reconstructed solely
from calorimeter energy deposits in CaloTowers, which are called CaloJets at CMS. The primary goal of this note
is to present our plans for correcting detected CaloJets back to observable GenJets. Plans for correcting back
to the parton level are also discussed. To limit our scope, we will only briefly consider corrections that employ
sub-detectors other than the calorimeter to reconstruct jet Lorentz vectors.

The prior method of correcting the Lorentz vectors of CaloJets back to GenJets on average at CMS was the
monolithic ”MCJet” correction which is described elsewhere [1]. Factorized corrections are the topic of this note
and they are intended to replace MCJet. Early implementations of the factorized corrections are now available in
the CMS software.

2 A Factorized Multi-Level Jet Correction
We believe that CMS would benefit from a factorized multi-level jet correction. In such an approach the jet
correction is decomposed into (semi) independent factors applied in a fixed sequence. The levels we currently
envisage are listed below and pictured in Fig. 1:

1. Offset: correction for pile-up, electronic noise, and jet energy lost by thresholds.

2. Relative (η): correction for variations in jet response with pseudo-rapidity relative to a control region.

3. Absolute (pT ): correction to particle level versus jet pT in the control region.

4. EMF: correction for variations in jet response with electromagnetic energy fraction.

5. Flavor: correction to particle level for different types of jet (light quark, c, b, gluon)

6. Underlying Event: luminosity independent underlying event energy in jet removed.

7. Parton: correction to parton level.

We caution the reader that the order of these corrections and what each includes is still being studied.

EMF
L4

Flavor
L5

UE
L6

Parton
L7L1

Offset
Cali
Jet

Reco L2
Rel: η

T
Abs: p

L3
Jet

Figure 1: Schematic picture of a factorized multi-level jet correction, in which corrections to the reconstructed jet
are applied in sequence to obtain the final calibrated jet. Required correction levels are shown in solid boxes and
optional correction levels are shown in dashed boxes.

Here we factorize to better understand the jet energy scale and reduce the systematic uncertainty. In this approach
each level is individually determined, refined and understood. Systematic uncertainties can then be determined
(semi) independently for each level, providing a better overall understanding of the origins of systematic uncer-
tainty in the jet energy scale. The Tevatron experiments found that factorization into multiple levels was needed
in order to measure the jet energy scale using in-situ collider data [2, 3, 4]. It was easier to develop physics based
methods to understand each level separately. For example, methods were developed to understand the absolute
scale as a function of pT in a single control region independent of the issue of calorimeter uniformity with η.
Other methods, sometimes using different physics channels, were developed to understand the response of the
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calorimeter in η with respect to this control region. This allowed the Tevatron experiments to utilize large col-
lider data samples to determine jet corrections, and reduce the systematics. Breaking the problem into it’s natural
components allowed measurement and better understanding of each component.

At CMS corrections for each level can be developed in progressive stages: with MC truth now, with data-driven
techniques applied to MC data samples over the next year, and with actual collision data when it is available.
Breaking up the correction into multiple levels allows for collaborative work and continuity. In contrast to mono-
lithic corrections, which must be replaced completely in order to make an improvement on any part, multi-level
corrections can gradually evolve and improve.

Factorization facilitates prioritization, evolving corrections and scope. Addressing problems one-by-one, factor-
ization allows more people to work together to solve the jet energy correction problem quicker. We can address
the most essential corrections first. CMS must with high priority correct the jets for significant amounts of pile-up,
flatten the jet response versus η, and correct the jet response as a function of pT to the particle level. This will be
done in the required correction levels numbered 1 to 3. We then provide a framework for including less pressing
but needed corrections at higher levels, such as electromagnetic fraction (EMF) dependent corrections, flavor de-
pendent corrections or model dependent corrections to the parton level. Further, these higher level corrections do
not repeat the prior work of the lower levels, and therefore also do not potentially introduce different answers for
these low level jet corrections. The correction levels can then evolve (semi) independently on their own natural
time scales. Level 2 relative corrections versus η can be redone every year from new data samples as needed. Level
3 absolute corrections versus pT can evolve as new data-driven techniques emerge. Scope can gradually expand
to include more sophisticated jet definitions. Corrections for the jet plus track algorithm, or full particle flow, can
borrow the levels that apply to their jet definitions and re-evaluate the levels that have unique answers for those
types of jet definition.

The multi-level approach also seeks to factor out the hard problem and move it away from the easier problems. The
hardest problem, which introduces the largest systematic uncertainty, is the absolute jet energy scale as a function
of pT in the control region. We want to know the systematic error on this independent of the other corrections.

In this approach, once the correction levels are provided, the user could specify what level of corrected jet they
want, as discussed in section 13.

3 Level 1: Offset
The primary goal of the Level 1 offset correction is to subtract pile-up and electronic noise from the jet energy.
Here pile-up refers to the energy from additional proton-proton collisions, occurring close enough in time to the
hard scatter to be included in the calorimeter energy within the jet. Here electronic noise refers to any noise above
the calorimeter cell and tower thresholds for CaloTowers included in the jet. Both pile-up and electronic noise
produce an energy offset which we plan to subtract from the jet. The initial plan to estimate the level 1 offset
energy is to measure it in zero-bias collisions (proton bunch crossings). For example, by finding the energy within
a jet area placed randomly within the calorimeter.

The estimation of this offset energy is complicated by the cell thresholds in the presence of real energy. Real jet
energy will make it easier for pile-up and electronic noise to pass the cell and CaloTower thresholds, and for those
unwanted energies to be included in the jet. The zero suppression correction is designed to account for this effect
and achieve greater precision in the estimation of the offset correction. The plan for measuring this correction
with data, discussed below, requires special runs without zero suppression (without thresholds) and measures the
difference in jet energies with and without cell and tower thresholds. This zero suppression correction will likely
come later in the run, after the calorimeter pedestal subtraction, noise levels and channel to channel calibrations
have stabilized.

3.1 Early Corrections
We plan to measure the offset correction directly from early collision data. In zero-bias collisions, which have the
pile-up and noise levels appropriate to the rapidly changing accelerator and detector conditions, we will measure
the energy in a jet area as a function of η. This could be achieved by placing cones at a fixed η randomly in φ.
Another method, or cross check, would be to use the pile-up estimation techniques already built into many modern
jet algorithms, like the KT [5] and seedless cone [6] algorithms. The resulting offset we plan to subtract from the
jet energy, and a proportional momentum will be subtracted from the jet momentum. A related quantity we should
measure is the energy density within the calorimeter: dE/dηdφ as a function of η. The calorimeter energy density
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should equal the offset energy divided by the effective jet area. We plan to provide estimates of the offset and the
calorimeter energy density from simulation before collision data is available.

3.2 Corrections including Zero Suppression effects
This Level 1 offset correction contains two sub-corrections. The first sub-correction is for the real jet energy lost
due to cell and tower level thresholds. This is called the zero suppression correction, or the offset sub-correction
of Type I. Estimates of this correction from Monte Carlo truth are already available. The second sub-correction is
for the jet energy gained due to pile-up. This is called the pile-up correction, or the offset sub-correction of Type
II. The plan for determining these corrections, discussed below, uses special runs of zero-bias and minimum bias
data acquired without zero suppression.

3.2.1 ECAL Selective Readout and HCAL Zero Suppression
Because only a limited amount of data per event has been allocated to ECAL and to HCAL, neither the full
number of ECAL channels nor the full number of HCAL channels can be recorded. The reduction of data size is
accomplished via a “selective readout” (SR) in the case of ECAL and via “zero suppression” (ZS) in the case of
HCAL. In the barrel, the ECAL selective readout modularity corresponds to the 5×5-crystal trigger towers.1) If a
tower has ET > 5 GeV, then the tower and all neighboring towers are readout without any zero-suppression (225
total crystals). If a tower has ET > 2.5 GeV, then only that tower is readout without any zero-suppression (25 total
crystals). If a tower has ET < 2.5 GeV (and does not neighbor a tower with ET > 5 GeV), then the crystals in
that tower are readout with zero-suppression thresholds of about 3σnoise [7]. All HCAL cells (which correspond to
a 5×5-crystal trigger tower) are readout with zero-suppression thresholds. The exact thresholding scheme, which
will be employed for data-taking, is still being evaluated. Additional thresholds on cell energies and tower ET are
applied offline in jet reconstruction.

3.2.2 Effect on jet energy scale
The energy of a jet, measured in the calorimeter within a certain cone-size area, can be factorized into two additive
contributions: (1) the energy of the event (sum of energy deposited from the hard interaction EHI

ij , and energy
deposited from underlying event EUE

ij , energy deposited from pile-up EPU
ij ), and (2) the contribution from the

electronic noise of the detector. We note that the UE energy depends on the hard interaction. The mean measured
energy of a jet, sampled over several events, corresponds to:

〈Emeas
jet 〉 =

1

Nevents

Nevents
∑

i=1

Ntowers
∑

j=1

(Eevent
ij + Enoise

ij ) (1)

where Nevents is the number of events in the sample, Ntowers is the number of towers belonging to a jet, and
Eevent

ij = EHI
ij + EUE

ij + EPU
ij is the energy measured in tower j from event i. The noise term, Enoise

ij , is assumed
to be distributed according to a Gaussian, with different mean values (pedestals) and corresponding widths in the
barrel, endcaps, and HF. After the pedestal is subtracted from each cell, the mean jet energy becomes:

〈Emeas,ped
jet 〉 =

1

Nevents

Nevents
∑

i=1

Ntowers
∑

j=1

(Eevent
ij + Enoise

ij − 〈Enoise
j 〉) (2)

where
∑Nevents

i=1

∑Ntowers

j=1 Enoise
ij − 〈Enoise

j 〉 = 0. Hence, Eq. 2 may be rewritten so that the noise dependence is
seen to be removed:

〈Emeas,ped
jet 〉 =

1

Nevents

Nevents
∑

i=1

Ntowers
∑

j=1

Eevent
ij = 〈EHI

jet〉 + 〈EPU
jet 〉 + 〈EUE

jet 〉 (3)

where the sum is explicitly performed over all cells within the jet area. We note that cancellation of the noise
depends on it being symmetric about the pedestal, and the pedestal must be accurately evaluated and subtracted.

1) Because of the (x,y) geometry, in the endcaps the situation is more complex.
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If zero suppression (ZS) is applied, the energy of a read-out tower, EZS
ij = Eevent

ij + Enoise
ij − 〈Enoise

j 〉, must be
above some threshold cut, EZS

ij > Ecut. Hence, applying ZS, one obtains:

〈Emeas,ped,ZS
jet 〉 =

1

Nevents

Nevents
∑

i=1

Ntowers
∑

EZS

ij
>Ecut

EZS
ij

=
1

Nevents

Nevents
∑

i=1

Ntowers
∑

EZS

ij
>Ecut

(EHI
ij + EUE

ij + EPU
ij + Enoise

ij − 〈Enoise
j 〉) (4)

where the sum over towers is not performed over all cells in the jet area, but only over those cells which are above
the zero suppression threshold cut. Hence, in detail, whether a cell contributes to the measured jet energy after zero
suppression or not, depends on the hardness of the interaction, the effects due to the underlying event, the effects
of pile-up, and noise fluctuations. In addition, the measured jet energy will also depend upon other variables such
as the jet energy itself, the jet shape, and the jet type (flavour). Because one can not experimentally disentangle the
effect of ZS from these other jet-algorithm dependent variables, the most precise determination of PU and UE will
have to take ZS into account.

The baseline procedure for correcting for the offset energy, which is to estimate a universal contribution of PU and
UE in areas free of jet activity and then subtract it from the jet energy, will introduce subtle biases. It is the goal
of the Zero Suppression correction to improve on this baseline procedure and remove those biases. Several effects
are worth noting:

• Due to the calorimeter non-linearity, the effective response of hadrons inside a (dense environment) jet and
outside a jet (sparse environment) are different.

• PU and UE contributions inside and outside a jet are different and depend on the jet-algorithm

• It is difficult to experimentally distinguish, on an event-by-event basis, the different contributions to the
jet energy. Hence, in principle, PU subtraction will depend on all other effects and can not be universally
determined in an independent fashion.

• Due to the high magnetic field, the loss of signal energy inside the cone has a large effect on low-ET

calorimeter jets

Hence, in order to most accurately correct for PU and UE energy (i.e. subtract it from the measured jet energy)
one should first restore the energy and area of the jet. This can be optimally achieved if the jet has no noise and
no ZS threshold cuts are applied. We propose to estimate a combined PU + UE + ZS correction with real data
using special events with non-zero suppression and without selective readout. The offset due to pile-up can then
be subtracted on top of the zero suppression correction as part of the Level 1 offset correction. The offset due to
underlying event energy can be optionally subtracted later, as discussed in section 8.

3.2.3 Run Strategy without Zero Suppression and Selective Readout
It is vital to determine, from data, the effects that ZS and SR have on the calibration of reconstructed calorimeter
objects, such as jets. There are several possible strategies which could be employed. For all strategies, a special
pre-scaled event trigger and DAQ configuration must be defined which, when fired, reads out all ECAL and HCAL
channels. Such a non-ZS trigger could be (1) randomly sampled throughout an LHC fill, (2) devoted to a single
luminosity block within an LHC fill, (3) periodically devoted to an entire LHC fill. There are advantages and
disadvantages of all three strategies. Strategy (1) accounts for the effect of varying luminosity conditions, but
requires a complex DAQ re-configuration which is undesirable during stable physics running. Strategy (2) requires
only a single DAQ re-configuration, but does not take into account the differences in occupancy due to varying
luminosity (and thus pile-up) conditions inside a single fill. Hence, strategy (3) is the preferred choice. Such a
dedicated “calibration” run (over entire LHC fill) would be conducted a few times per month, thereby having a
minimal impact on physics, while providing a time depending track of the effect of ZS and SR on the Jet Energy
Scale.
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Figure 2: The Type I sub-correction of the L1 offset correction. The relative ratio of the difference between the jet
energy with and without cell and tower level thresholds corresponding to Scheme B [7] depending on the energy
of jets without cuts

3.2.4 Corrections to jets for zero suppression
We propose to provide the correction function for the different algorithm types and different cut conditions based
on runs without zero suppression and selective readout. The outline for a proposed procedure is, for each jet-
algorithm and ZS condition over a run taken without ZS:

• Perform the nominal pedestal subtraction for all jet triggers

• Perform the jet-finding algorithm with ZS condition using data with triggered jet(s)

• Find the area that the reconstructed jet occupied in the case of no noise in the calorimeter cells and when
no ZS threshold is applied to the calorimeter cells (ideal calorimeter). In general, this will depend on the
jet-algorithm, and most modern algorithms provide methods of estimating the jet area.

• Calculate the energy of the jet without ZS thresholds (ENo−ZS
jet ) by summing the energy depositions over all

cells within the jet area

• Calculate the Type I correction for zero suppression (EZS
jet − ENo−ZS

jet )

Ecor
jet = EZS

jet × Type I(ENo−ZS
jet ) (5)

A similar procedure is used in DØ, but due-to absence of the jet triggers data without zero-suppression, Monte-
Carlo estimation is used in addition for zero-suppression effects [8]. The example of the Type I corrections is
presented in Fig.2.

3.2.5 Correction to jets for pile-up
Pile-up events in pp collisions and high multiplicity events in HI collisions deposit additional energy in the jet
area. The additional energy amounts to 2.5 GeV/10 GeV/200 GeV in a cone of radius 0.5 in the barrel for low
luminosity pile-up, high luminosity pile-up and heavy ion collisions, respectively.

Assuming that the correction for the ZS in jet area is done and using runs without ZS with min.bias triggers one
can provide the estimation of the additional energy in a jet. The estimation can be done on an event by event basis
in two different ways:
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• Calculate the mean energy deposition of pile-up events depending on the pseudorapidity of the calorimeter
cell for either different luminosities or as a function of the number of vertices (Nvtx) in the event (Type II
curves - Cor2) in runs without ZS and with min. bias trigger [9]. This method is preferable for pp collisions.

• Calculate the mean energy deposition of pile-up events depending on the pseudorapidity of the calorimeter
cell for different multiplicity ranges and create a correction curve as function of pseudorapidity and multi-
plicity. This method is preferable for heavy ion collisions (Type II curves - Cor2).

In general, the correction will be applied in steps. First, a jet is found with a cut and the Type I curve is used to
find the jet energy without cuts (Fig.3).

The effect of the cuts is completely compensated.

Second, the Type II correction is subtracted:

Ecor
jet = Ecut

jet × Type I(Ecut
jet ) − Type II(Nvtx, η) (6)

However, for the case of heavy ion collisions, the pile-up subtraction procedure is included already at the step of
the jet finder [13]. The correction may need to be included as part of the jet finder. This procedure can also be
implemented for the high luminosity conditions in pp collisions [14].

This step-wise procedure can directly be applied to jets found with cone-type algorithms. For kT - jets an interme-
diate step is needed in order to determine the jet area.

4 Level 2: η dependence
The Level 2 (η dependence) correction aims at removing jet response variations in the CMS detector as a function
of pseudorapidity. The goal is to make the jet response flat as a function of η. For example, Fig. 4 shows a
simulation of the CaloJet response before corrections, in which there are large variations as a function jet η outside
the barrel calorimeter. Fig. 4 also shows that after Level 2 corrections the jet response as a function of η is flat at
the value expected in the barrel. Flattening the jet response as a function of η allows us to finally apply in Fig. 4 a
single Level 3 correction at all jet η to make the jet response equal to 1. The relative correction as a function of η
(level 2 correction) is thereby factorized from the absolute correction as a function of pT (level 3 correction).

Estimates of the Level 2 correction from Monte Carlo truth are already available [17] and are discussed briefly
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below. The plan is to replace this with a data-driven method using simulations soon and actual data when available.
The definition of the correction and two of the data-driven methods are discussed below.

recoη
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Figure 4: CaloJet response as a function of pseudorapidity without corrections (filled points), with level 2 correc-
tions (open squares), and with the combined Level 2 & Level 3 correction (open circles). From the CMSSW 1 5 2
Monte Carlo sample.

4.1 Definition
The starting point towards understanding the Level 2 correction is the relative jet energy response at a given region
of the detector with respect to a control region. In principle, if we ignore resolution effects, there is one to one
correspondence between the calorimeter jet pT (CaloJet pT or pcal

T ) and the particle level jet pT (GenJet pT or
pgen

T ):
pcal

T = R(η, pgen
T ) × pgen

T (7)
where R(η, pgen

T ) is the η and pgen
T dependent jet response. The relative jet response is naturally defined as:

r(η, pgen
T ) =

R(η, pgen
T )

R(control, pgen
T )

(8)

and depends primarily on η but also has some dependence on pgen
T . For many reasons, the barrel is the preferred

control region:

• it is the easiest to calibrate in absolute terms,

• it contains the largest statistics,

• it provides the highest pT reach given the |η| dependence of the inclusive jet production cross section,

• the η dependence in the barrel variates little and smoothly.

Although the relative jet response is an extremely useful quantity that reveals the behavior of the detector response
along the pseudorapidity for fixed pgen

T , it cannot be used directly to form a Level 2 correction since the latter must
be expressed in terms of pcal

T rather than pgen
T . The Level 2 correction should provide an answer to the question: if

a particle jet with pgen
T at a given η is measured in CMS with pcal

T , what would be measured in the control region
for the same input pgen

T ? Apparently, the quantity of interest is simply defined as:

c(η, pcal
T ) =

pcontrol
T

pcal
T

(9)

where both pcontrol
T and pcal

T are measurements of the same pgen
T at different values of jet η. The application of

the above, multiplicative correction leads to flat measured transverse momentum as a function of pseudo-rapidity
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(Fig. 4). At a higher level of accuracy, the relative correction is determined after the application of the offset
correction, that is the pcal

T in eq. 9 is replaced by CorJet1 pT , which is the pcal
T of the jet after the L1 offset

correction discussed in the previous section.

The preceded definition of the relative correction is independent of the method for its determination. Whether
one proceeds with MC truth or use a data driven method, one seeks to find the quantity defined by eq. 9 for the
relative correction which forms a well defined level 2 correction for the η dependence of the jet energy scale. In
contrast to MC truth determination where the relative correction is accurately defined, in the case of data driven
methods the best possible estimators for eq. 9 are sought for. Very often estimators are biased or correlated with
other sub-corrections. While big effort is made to form clear boundaries for all sub-corrections of the factorized
JES, this is not always possible and blurring of these boundaries has to be accepted in the form of overall bias
corrections or common factors as a result of a finer factorization of the total JES.

4.2 MC Truth Determination of the Relative Correction
This section gives a brief summary of how we currently determine the Level 2 correction from MC truth, breaking
down eq. 9 into its simulated components. Further details are available elsewhere [17]. In terms of MC truth
the jet response is completely defined and the determination of the relative correction is straightforward once a
matching between reconstructed and generated level jet objects have been clearly established. The steps taken are
summarized as follows:

• Production of a QCD MC sample.

• Measurement of the jet response:

R(η, < pgen
T >) = 1 +

< ∆pT >

< pgen
T >

(10)

where ∆pT = pcal
T − pgen

T , in bins of η and pgen
T as well as in the control region. The use of ∆pT instead of

pcal
T /pgen

T is preferred due to the more Gaussian shape of the former distribution for low pgen
T .

An example of the MC truth determination of the relative response is shown in Fig. 5 using the control region
|η| < 1.3 and the Spring07 QCD sample. Points are only shown for |η| regions that are kinematically accessible.
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Figure 5: The relative jet energy response determined from MC truth as a function of CaloJet η (points) compared
to a smooth spline (curves). The relative response is shown separately for three bins of low pgen

T (left) and three
bins of high pgen

T (right). Iterative cone algorithm with cone size R = 0.5.

The relative correction as a function of pcal
T is derived from the relative response as a function of pgen

t via the
following procedure:

• Numerical inversion of eq. 7 to get the quantity a(η, pT ), the correction to a response of 1, defined by the
relation:

pgen
T = a(η, pcal

T ) × pcal
T (11)
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• Calculation of the relative correction,c(η, pcal
T ), starting from eq. 9:

c(η, pcal
T ) =

pcontrol
T

pcal
T

=
pgen

T × R(control, pgen
T )

pcal
T

= a(η, pcal
T ) × R(control, a(η, pcal

T ) × pcal
T ) (12)

A example of the resulting MC truth determination of the relative correction is shown in Fig. 6 using the control
region |η| < 1.3 and the CMSSW 1 5 2 QCD sample.
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Figure 6: The Level 2 jet correction determined from MC truth as a function of pcal
T (points) compared to a smooth

fit (curves) in various CaloJet η bins. Iterative cone algorithm with cone size R = 0.5.

4.3 Data Driven Determination of the Relative Correction
Besides the MC truth, data driven methods of deriving the Level 2 jet correction in CMS are also investigated.
Following the experience of the Tevatron, two methods are examined: one based on direct dijet pT balance (DB)
and the other one on pT balance of the full event (called Missing ET Projection Fraction, MPF). DB is a simple
approach to obtain a single number to calibrate jets, reconstructed with a given algorithm, back to the particle level.
MPF is based on the determination of the calorimeter response to the energy cluster forming the jet by means of
projecting the missing ET into the direction of the probe jet, in case of dijet events, or photon, in case of photon+jets
events. The calorimeter response measured with MPF is, to first order, independent of the jet algorithm. It is binned
in terms of a well measured object (for example a photon) and mapped onto jet PT space. An additional showering
correction, for energy lost/gained through the jet boundaries during calorimeter showering has to be added as part
of the η dependent correction. Based on the discussion following in the subsections below, we recommend, at the
present stage of the CMS experiment, to investigate the systematics associated with dijet and event balance as well
as showering in the presence of a high magnetic field as the one we have in CMS.

4.3.1 Dijet pT Balance
Dijet pT balance uses conservation of momentum in a 2 → 2 dijet process to measure the jet energy scale as a
function of η, relative to a control region. This technique was proposed to CMS previously [15] as a method of
determining the relative jet energy correction c(η, pT ). This method is also used by D0 [3, 4] to perform the closure
tests of the full jet energy scale derivation. To briefly summarize dijet balance, the two jets with highest CaloJet
pT in the event are found and the distributions of the dijet balance

B =
pprobe

T − pbarrel
T

pdijet
T

12



where

pdijet
T =

pprobe
T + pbarrel

T

2
(13)

and the pprobe
T are recorded in bins of pdijet

T and ηprobe. The relative jet energy response rDB from dijet balance is
given by

rDB(ηprobe, pdijet
T ) =

2 + 〈B〉
2 − 〈B〉

where 〈B〉 is the mean value of B and is conceptually (but not mathematically) equivalent to r = 〈pprobe
T /pbarrel

T 〉.
In order to ensure the transverse momentum balance and suppress events with hard radiation, cuts are applied
on the 3rd jet pT and the ∆φ of the two leading jets (they should be back-to-back in φ). Finally, the correction
cDB = 1/rDB is expressed in terms of 〈pprobe

T 〉 for the same pdijet
T and ηprobe bin.

The relative jet energy response, measured with dijet balance, rDB(η, dijetpT ), is expected to be a good estimator
of the true relative response:

rMCtruth = 〈 pprobe
T /pgen,probe

T

pbarrel
T /pgen,barrel

T

〉 (14)

for the same bin of pdijet
T and for the same jets. Although the binning in terms of the average pT of the two jets

minimizes resolution bias effects, there is still a bias due to the different jet resolutions in the central and forward
regions, revealed by the steeply falling nature of the inclusive jet production cross section. Performing dijet balance
in the MC and comparing to MC truth will provide a MC based estimator of this bias provided scale and resolution
effects are well modeled in the MC. Showering corrections are not needed since the dijet balance η-dependent
correction is algorithm dependent and accounts for showering losses of forward (probe) jets with respect to the
central (control) jets.

An example of dijet balance in the MC is shown in Fig. 7 using the control region |η| < 1.3 and the CMSSW 1 5 2
QCD sample. The requirement for the 3rd jet pT is to be less than 10% of the pdijet

T and for the φ separation of
the two leading jets to be greater than 2.7 radians. The relative jet response from dijet balance, in a pdijet

T bin
is compared to the relative jet response from MC truth in the same bin. There is good agreement between the
relative jet response from dijet balance and MC truth, within the statistical uncertainties, indicating that for this
pdijet

T region the bias is small. Also shown in Fig. 7 is the relative response from dijet balance measured after
the application of the level 2 correction. Here we used both the previously described Level 2 Monte Carlo truth
derived correction and also a preliminary data-driven correction found from dijet balance itself. The corrected
relative jet response is flat at 1 and the corrections from MC truth and from dijet balance are giving consistent
results at approximately the 2% level. In Fig. 8 we show rough estimates of the statistical uncertainty we expect
for measurements of dijet balance conducted with 100 pb−1 of collision data. This illustrates how high in jet pT

we will be able to determine jet corrections as a function of η using dijet balance. At the lowest pT values we need
to carefully consider the effect of trigger thresholds and prescales, not included in Fig. 8.

4.3.2 MPF Method
Let us consider a two-body process X+jet, where X(=γ, Z or jet) is referred to as the “tag object”, and the jet is
the “probe object” whose response we are interested in estimating. As we will see, the MPF method can be used
to estimate the calorimeter response of the probe jet relative to the response of the tag object. This fact can be
exploited to inter-calibrate the response of different calorimeter regions. In case the absolute response of the tag
object is known, it will then be possible to estimate the absolute response of the probe jet. At the particle level, the
transverse momenta of the tag object (pTtag) and of the hadronic recoil (pTrecoil) are balanced:

~pTtag + ~pTrecoil = 0 (15)

Please note that the probe jet is part of the hadronic recoil but may not constitute all of it. In a real calorimeter the
response of the tag object (Rtag) and of the hadronic recoil (Rrecoil) might be different (an obvious case is when
the tag object is a photon), which results in a transverse momentum imbalance as measured by the calorimeter:

~pmeas
Ttag + ~pmeas

Trecoil = − ~E/T , (16)
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where pmeas
Ttag = Rtag pTtag is the measured transverse momentum of the tag object, p meas

Trecoil = Rrecoil pTrecoil is
the measured transverse momentum of the hadronic recoil, and ~E/T is the measured missing ET in the event. From
Eqs. 15-16 it is possible to derive the following expression:

Rrecoil

Rtag
= 1 +

~E/T · n̂Ttag

pmeas
T tag

, (17)

which shows that the response of the hadronic recoil relative to the response of the tag object can be estimated from
the projection of ~E/T onto the tag object direction in the transverse plane n̂Ttag and pmeas

Ttag . This quantity is often
called the Missing ET Projection Fraction (MPF). In the ideal case where the probe jet is identical to the hadronic
recoil, then we can replace in Eq. 17 Rrecoil by Rjet. However, among other effects, the presence of additional jets
in the event (some of which might not even be reconstructed), make this idealized situation impossible to achieve
in practice. By requiring exactly two reconstructed objects (tag and probe) back-to-back in azimuth, it will be
possible to improve the approximation that Rjet = Rrecoil. Residual effects, however, remain at the percent level
which need to be corrected for. MPF is, as the DB method, affected by resolution bias effects. However, this is
minimized by deriving the response correction from photon-jet events (photon resolution can be neglected with
respect to that of the jet). Dijet events may be used to extend the η-dependent corrections to the highest pT range.
MPF also depends on a good understanding of ~E/T in dijet events. ~E/T is a challenging quantity to understand in
day one, until spurious “hot” calorimeter regions are fixed and tools for filtering problematic events are developed
and tuned. These factors, however, also seriously affect the ability to remove multijet events from the dijet sample
for the direct balance method.

Finally, an algorithm-dependent showering correction is needed to compensate for the net energy flow through the
jet cone boundary occurring during the shower development in the calorimeter. It is important to note that this
correction does not account for parton radiation and it is a purely instrumental effect. DØ derives the showering
correction from a MC template fit to the measured jet energy profile in η − φ space measured from the jet cen-
troid [4]. The template is a scalable linear combination of the contribution from underlying event, pileup, and the
MC derived energy profiles from particles belonging and not belonging to the particle-jet. Showering effects are
small and have little energy dependence at DØ : ≈ 1% (7%) at η =0 (3) for R =0.7 cone jets. Segmentation and
a strong magnetic field could make a difference in CMS. The effect is larger for smaller cone sizes.

Although more complex, the event balance and showering correction approach offers the advantage of a “physics
based” JES factorization which allows to extrapolate/interpolate the corrections to regions with low statistics. In
other words, it is expected (and verified at the Tevatron) for calorimeter response to have a logarithmic dependence
with energy and for showering effects to be fairly flat in energy and grow with η. Physics based factorizations also
allow to better understand and motivate systematic uncertainties as well as their correlations point-to-point in pT

and η. Dijet balance could then be used as a method to verify, after the full correction is applied, closure of the full
correction to within its claimed uncertainties.

5 Level 3: pT dependence
The Level 3 pT dependence correction is to remove jet response variations in the CMS detector as a function of
pT which primarily result from calorimeter non-linear response. Estimates of this correction from Monte Carlo
truth are already available [17]. Below we discuss MC truth based corrections from the QCD dijet process and
the primary techniques of determining the correction from data early in CMS running. The data-driven methods
are γ + jet and Z + jet pT balancing using either local jet or global event variables. We then present a plan for
combining corrections from all methods into a single pT dependent correction. We conclude this section with a
brief discussion of using tracking to improving the jet response.

Here we describe the techniques to determine particle jet (GenJet) energy from a calorimeter jet (CaloJet) which
has been corrected for any detector related noise and pile up contributions. The techniques described are general
but will only be used in the central region, |η| < 1.3. At CMS, the use of these techniques will evolve over time.
At the start of data taking, we will use Monte Carlo corrections derived from simulated dijet data. As the γ + jet
and Z + jet data are accumulated and understood, these data-driven corrections will likely replace the Monte Carlo
corrections. The corrections to the parton level derived from γ/Z + jet events are dominated by quark-initiated
jets. These corrections will be converted to the particle jet level for the dijet process mixture of quark and gluon
jets based on the Monte Carlo information. At some later stage, after the detector simulation has been tuned to pp
collision data, the simulated data will be used to improve upon or replace the data based corrections, especially at
the highest pT values where the photon event statistics is not sufficient.
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5.1 Monte Carlo based Energy Corrections
It is highly desirable to have a detector and physics simulation which reproduces the collider data very accurately.
A good simulation simplifies the data analysis. CMS has spent considerable amount of effort in measuring the
detector response in the test beam environment and implementing the measured response in detector simulation.
After a good simulation is available, the jet corrections can be derived for the jets reconstructed with different
clustering algorithms and parameters.

Current JES corrections are derived from simulated data. A particle jet is matched to the nearest calorimeter
jet in ∆R =

√

(∆η)2 + (∆φ)2. The particle jets where nearest calorimeter jet has ∆R > 0.25 are not used.
The calorimeter response to a jet is calculated from (eq. 7) in the previous section. For the particle jets with
fixed pGenJet

T , the most probable value of ∆pT = pCaloJet
T − pGenJet

T is determined by iteratively fitting the
corresponding distribution by a Gaussian in a narrow range around the maximum. The resulting response is
parameterized as a function of pGenJet

T and subsequently is inverted numerically to get the correction factor in terms
of pCaloJet

T and is used to scale the calorimeter jet Lorentz vector. The calorimeter response and the correction
factors for CMSSW 1 5 2 as a function of pCaloJet

T for Iterative cone of R=0.5 are shown in Fig. 9.
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Figure 9: Left) Simulated calorimeter response to jets versus particle jet pgen
T for iterative cone jets with R = 0.5.

Right) Monte Carlo based L3 correction as a function of calorimeter jet pT for iterative cone jets with R = 0.5.

The current calorimeter response simulated in GEANT4 program describes the CMS test beam data reasonably well
but shows a small discrepancy for low momenta charged particles. In the actual running conditions, the calorimeter
response to the single particles will be different from what is observed in test beam data due to the presence of the
magnetic field and the extra material in front of the calorimeter. These differences can be understood and modeled
so that an accurate (< 3%) jet energy scale can be determined.

5.2 γ + Jet and Z + Jet Balancing
Here the jet energy scale is obtained by comparing the hadronic event with the photons measured in the electro-
magnetic calorimeter or a Z boson reconstructed from either electrons or muons. Here we have only studied the
Z decay into two muons where the reconstruction of the Z boson relies only on the tracking and muon system
and not on the calorimeters. In Fig. 10 we compare the expected rates of γ + jet and Z + jet events, where the Z
subsequently decays into two muons. The γ + jet events have larger statistics but we will see that it suffers from
significant backgrounds at low pT . In addition, the actual difference in the statistics will depend on the trigger
pre-scale used during data taking. Below we discuss the γ/Z+jet samples and two of the commonly used γ/Z +
jet balancing techniques: pT balance and the MPF method.

5.2.1 γ/Z+ Jet pT Balance
In γ/Z + jet pT balance we use conservation of momentum in a 2 → 2 process to measure the jet energy scale,
similar to dijet pT balance discussed in section 4.3.1. For final states including only a γ/Z and one parton the
relation pT

parton = pT
γ/Z holds. As a result, the distributions of pparton

T /pγ
T from PYTHIA shown in Fig. 11 peak

at 1, even though the distributions do have a non-zero width from initial state radiation. For Z + jets the mean
of the ratio pparton

T /pZ
T also peak at 1 as expected. Therefore pparton

T /p
γ/Z
T can be used to determine pT

parton

provided that p
γ/Z
T is accurately known. Thus the jet energy scale at parton level can in principle be determined by

positioning the peak of the observed response (pCaloJet
T /p

γ/Z
T ) at 1.0 [18].
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Fig. 12 and Fig. 13 demonstrate γ/Z + jet balance at the GenJet and CaloJet level for 80 < p
γ/Z
T < 120 GeV. The

peak of the pT balance between GenJets and γ/Z is only slightly moved from 1, if it is moved at all. This small
difference is primarily because final state radiation is not always included in the leading GenJet. The peak of the
pT balance between CaloJets and γ/Z is significantly different from 1, due to the response of the CMS calorimeter
we are trying to measure and correct.

The Level 3 jet correction is to jets at the particle level. However, pT
parton is what balances the p

γ/Z
T in the

pT balance method. The difference in pT between the parent parton and the particle jet is modeled by shower-
ing/hadronization models such as PYTHIA. The difference is not large compared to the calorimeter under-response
but it will still need to be corrected for in a particle jet level calibration.
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Figure 12: γ + jet pT balance for 80 < pγ
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Here we give a few examples of numbers from γ + jet balance for GenJets and CaloJets from the midpoint cone
algorithm with cone size R = 0.5. In Fig. 12 for quark-initiated jets the mean of the GenJet response, pGenJet

T /pγ
T ,

is 1.0, and the mean of the CaloJet response, pCaloJet
T /pγ

T , is 0.66. The same distributions for gluon jets are also
shown and the corresponding mean values are 0.90 and 0.53 respectively. Thus at this pT a gluon initiated particle
jet contains only about 90% of the initial parton energy compared to almost 100% for a quark initiated particle jet
(cone size R = 0.5). Similar numbers for the difference in response between partons and GenJets are presented
in section 9, but we caution that the exact number depends on the process, the procedure, and the jet algorithm.
Nevertheless, this illustrates that the mix of quarks and gluons in the final state will modify the CaloJet correction
to the parton level and also the adjustment to the correction so that it is appropriate for the particle level.

The distributions for the Z + jet sample are shown in Fig. 13 for the iterative cone algorithm with cone size
R = 0.5. Here we have also included cuts on the azimuthal angle, |∆φ(Z, jet)−π| < 0.15, and 2nd jet transverse
momentum, pjet2

T < 0.2pZ
T , which suppress QCD radiation and make the distributions more symmetric than in

Fig. 12. For these cuts the particle jets in the distributions peak around 1 regardless of whether they are from
quarks or gluons. A similar response from calorimeter jets is observed in the Z + jet balance as is observed in γ +
jet balance. In this pT region of the investigated Z-jet sample, the balanced jet is coming from a q or a q̄ in about
72% of the events.

In summary, γ/Z + jet pT balance can be used to calibrate calorimeter jet response to 1. However, in the pT

balance method the correction is back to the parton level, and for the particular parton mix of the process. The
GenJet pT can later on be derived using generator-level Monte Carlo information. PYTHIA describes the energy
profile of the jet and hence the leakage outside the cone at the Tevatron reasonably well [19] but this will be have
to be verified at the LHC. This gives an estimate of the relation between pT

parton and pGenJet
T . From this relation

the correction can be given to a generic particle jet level instead of a process specific parton level. The current plan
for this is described further in section 5.4.

18



T,Z / pT,Jetp
0.0 0.5 1.0 1.5 2.0 2.50.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18 Quark Jets

generator level

calorimeter level

T,Z / pT,Jetp
0.0 0.5 1.0 1.5 2.0 2.50.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18 Gluon Jets

generator level

calorimeter level

Figure 13: Z + jet pT balance for 80 < pZ
T < 120 GeV. The ratio of jet pT to generated Z boson pT for quark jets

(left) and gluon jets (right) using CaloJet pT (red dashes) and GenJet pT (black solid). These plots include cuts on
∆φ(Z, jet) and 2nd jet pT which suppress QCD radiation.

5.2.2 MPF Method
Here we discuss the use of the MPF method, introduced in section 4.3.2, to determine Level 3 jet energy correc-
tions. For γ+ jet we rewrite Eq. 17 identify γ as the tag object

Rrecoil

Rγ
= 1 +

~E/T · n̂γ

pmeas
T γ

(18)

where n̂γ is the unit vector along the photon direction. For an EM calorimeter well calibrated to photons, Rγ =
1.0. Also, as discussed in section 4.3.2, we can approximately replace Rrecoil by RJet,MPF if we require the γ and
jet be back-to-back in φ and there be no extra jets in the event. These cuts approximately satisfy the requirement
that no energy is deposited outside the jet and the photon. With these replacements Eq. 18 can be rewritten as

RJet,MPF = 1 +
~E/T · n̂γ

pmeas
T γ

(19)

Eq. 19 shows that the correction factor RJet,MPF does not depend on the clustering algorithm or the size of
the jet. However, there should be algorithm dependence, for example for cone algorithms the correction factors
for different cone sizes R CONE = 0.5 and R CONE = 0.7 are expected to be different as the particles in an
annulus between R CONE of 0.5 and 0.7 contains lower momenta particles which have lower E/p response than
the particles in the core of the jet. In addition, due to the magnetic field, the particles clustered in the particle jet
may deposit energy outside the calorimeter jet. Thus, to obtain the particle jet corrections, the measured RJet,MPF

has to be corrected for the finite size of the jet. This correction will be determined from the Monte Carlo using

kMPF =

[

pCaloJet
T

pGenJet
T

]

× 1

RMC
Jet,MPF

. (20)

The pT balance response pCaloJet
T /PT,γ , the MPF response RJet,MPF , and the calorimeter response to a particle

jet, pCaloJet
T /pGenJet

T are all shown in Fig. 14 for jets reconstructed with the midpoint cone algorithm and R=0.5
in the |η| < 1.3 region. The pT balance response is lower than pCaloJet

T /pGenJet
T because the denominator in

pT -balance is equivalent to the parent parton which in general has more energy than the particle jet. From these
plots one can estimate that kMPF is ≈ 0.97 for a 100 GeV jet. Please note that this kMPF implicitly corrects for
the calorimeter out-of-cluster showering i.e. the energy deposited outside the calorimeter cluster by the particles
included in the particle jet.

19



5.2.3 Jet Response vs. pT
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Figure 14: Left) Three measures of jet response are shown as a function of pγ
T in a γ+jet Monte Carlo sample: the

MC truth based response pCaloJet
T /pGenJet

T , a pT balance response pCaloJet
T /pγ

T , and the MPF response. Right)
pT balancing response pCaloJet

T /pZ
T from a Z+jet Monte Carlo sample with the Z boson decaying into muons,

compared to pCaloJet
T /pγ

T from a γ+jet sample, each as a function of their respective p
γ/Z
T .

By pT balancing, one determines the parton transverse momentum where as the MPF technique gives an overall
scale factor for the whole hadronic recoil. The MPF technique depends on the accurate measurement of the
missing transverse energy which may not be available at the start of the run. In any case, we plan to use both
methods and compare the results. A comparison of the corrections using Spring07 samples is shown in Fig. 14
as a function of pγ

T . For simplicity we have used a pure photon-jet sample. For the photon, we use the pγ
T of

the generated photon. In addition, the response determined using the Z-jet samples is shown in this plot. For this
signal, the CSA07 datasets with the Z decaying into muons have been used.

5.3 Reconstructed γ + jet balance and Backgrounds
Here we perform a preliminary exploration of the statistical and systematic uncertainties in γ + jet balance.

The main background is represented by QCD events where one jet is misidentified as a photon. To reject this
background we use a set of preliminary selection criteria. For example we require that the reconstructed photon be
isolated and cut on the presence of additional jets in the event.

This study is performed using the following CMSSW MC samples: ∼ 250K γ + jets events with 30 < pT < 7000
GeV and ∼ 2M QCD events with 30 < pT < 1400 GeV (both are 1 5 2 CSA07 datasets). Here, reconstructed
photons and jets are represented by photons and iterativeCone5CaloJets Reco objects, respectively,
without any additional correction applied. We consider only photons reconstructed in ECAL barrel.

The photon isolation is based on the following variables and cuts:

• track-based isolation. The sum of the pT of the tracks in a ∆R = 0.3 cone around the photon needs to
satisfy ΣpT (tracks) = 0.04 · pT (γ) and the number of tracks in that cone is required to be Ntrk < 3.

• ECAL cluster shape. Different cluster shape variables, as for instance the 2nd moment of the η − φ energy
distribution of the cluster, are combined in a fisher discriminant which is used for the selection.

• HCAL-based isolation. We use the ratio of the energy measured in the HCAL towers in a ∆R = 0.25 cone
around the photon and the photon energy, requiring that EHCAL/EECAL < 0.03.

We apply the further constraints that there is one and only one jet with pT > 20 GeV in the event and that the
reconstructed photon and jet are back-to-back in the transverse plane by imposing that |φ(γ)−φ(jet)− π| < 0.2.
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These selection criteria result in a ∼ 18% efficiency for γ + jets events which have a photon generated in the
ECAL barrel and in a ∼ 6 · 10−5 efficiency for the processed QCD events. Fig. 15 shows the number of signal and
background events per fb−1 after this preliminary set of cuts. It can be noted that the signal over background ratio
is larger than one for pT ≥ 100GeV .
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Figure 15: Expected rate of isolated photons and QCD background as a function of photon candidate pT .

We used the selected γ + jets sample to obtain the jet response pT (jet)/pT (γ). The response is extracted in bins
of the pT of the photon as the mean value of a Gaussian fitted with an iterative approach. In the left plot of Fig. 16
we show the resulting jet response with the expected statistical uncertainty with 1 fb−1. We see that γ+jet balance
can in principle be used to calibrate jets for pT < 500 GeV with better than 5% statistical uncertainty.

Backgrounds, if not negligible, affect this extraction. The right plot in Fig. 16 shows a comparison of pT (jet)/pT (γ)
for signal and background for pT (reco γ) ∼ 70 GeV. The QCD background distribution peaks at a different value
compared to signal. The extraction of the jet response is then problematic if the size of the contamination is large.
Future studies will be devoted to further reduce backgrounds and to take into account the background shape when
extracting the response for low pT .

5.4 Early plan for combining pT dependent corrections
All of the methods discussed above for determining the L3 jet correction could contribute to the final correction.
We envisage the following steps for combining the Monte Carlo based QCD dijet correction with the data-driven
corrections (e.g. from γ + jet balance, Z + jet balance, or even top quark decays discussed in section 11.2.2)

• Convert each data driven correction to a particle level jet correction appropriate for the QCD dijet mixture
of final state quarks and gluons. See discussion below on how we plan to do this using the Monte Carlo.

• Combine the converted data-driven corrections together, based on their errors, into a single data-driven
correction to the particle level jet.

• Use the QCD dijet MC correction to extrapolate the data-driven correction into regions of jet pT where
data-driven method statistics are limited (e.g. the highest pT ).

The combined L3 correction then benefits from the pT range available only in Monte Carlo and the accuracy
available only from data in the early running.

Here we provide an example of converting a γ + jet data-driven correction into a correction to the particle jet level
for the QCD dijet mixture of partons. As discussed above, the calorimeter response to gluon jets is lower than the
response to quark jets, since for the same pGenJet

T the energy spectrum of particles in a gluon jet is softer. The
γ + jet events are dominated by qg → qγ events whereas dijet events, at low pT , mainly arise from gg → gg
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Figure 16: Left) The jet response from reconstructed γ + jet balance with statistical uncertainties anticipated for
1 fb−1. Right) Simulation of γ + jet pT balance for isolated photons (solid circles) and QCD background (open
circles) for pT (reco γ) ∼ 70 GeV.

scattering. The calorimeter response measured in dijet and γ + jet samples, averaged over all flavors is shown in
Fig. 17. The response measured using the pT balancing method is after the response has been corrected for the
parton energy not included in the particle jet. It compares well with the response directly measured from MC truth
in a γ + Jet sample. However, the response measured from MC truth in the dijet sample is generally lower than
the response measured via pT balance in the γ + jet sample, presumably because the QCD dijet sample has mainly
gluons in the final state. In order to provide the corrections for the same flavor mixture as the Level 3 Monte Carlo
Jet corrections, the corrections derived from the γ + jet sample could in principle be rescaled by the ratio of the
dijet curve and pT balance curve in Fig. 17.

As an example of the size of the rescaling when converting the correction, we show in Fig. 18 the jet response from
pT balance in a Z + jet sample after applying the Level 3 Monte Carlo jet corrections described in section 5.1.
The Level 3 correction was derived from the QCD dijet sample mixture of quarks and gluons, and is a correction
to the particle level. Therefore a data-driven correction from Z + jet balance could in principle be converted to a
particle level jet correction for the QCD dijet mixture of partons by dividing it by the appropriate curve in Fig. 18.
For pT values beneath 200 GeV where Z + jet balance will have reasonable statistics, this rescaling is roughly an
additional 5-15% correction depending strongly on both pT and the jet algorithm. Fig. 18 also shows that at high
jet pT there is less need for correction rescaling.
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Figure 17: Comparison of the calorimeter response as measured from pT balance in the γ + jet simulation sample
with the response measured from a Monte Carlo truth based technique in either the γ + jet or dijet samples. The
response measured using the pT balancing method (solid blue curve and boxes), MC truth response of jets in the
γ + jet sample (dashed green curve and triangles), and MC truth response of jets in a dijet sample (dotted purple
curve and circles), are plotted as a function of GenJet pT .
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5.5 Jet plus track algorithm for energy correction
A response subtraction procedure was proposed in Ref. [20]-[22]. The procedure is applied on top of the zero-
suppression or/and offset corrections discussed in section 3.

The expected response to charged particles in the calorimeters is estimated and tabulated either with a sample of
isolated tracks with different energies or with test beam data. For each track momentum and η bin, the mean value
of response (µ) in ECAL and HCAL is estimated and tabulated. The dependence of µ on Etrack is fitted with an
ad-hoc function F (Etrack).

For each track reaching the calorimeter surface within the reconstruction cone, the expected response µ is sub-
tracted from the calorimeter jet energy Ejet and the track momentum is used instead, i.e. the value Etrack − µ
is added to Ejet. The momenta of the tracks that reach the calorimeter surface out of the reconstruction cone are
simply added to the calorimeter jet energy. Finally,

Ecorrected
jet = Ejet +

∑

tracks

Etrack
i − µi, (21)

where µi = F (Etrack
i ) for the ith track in tbe cone at the calorimeter surface and µi = 0 for tracks out of tbe cone

at the calorimeter surface.

The subtraction procedure does not require cluster separation and is therefore well suited to the case of high
occupancy or coarse granularity. The example of zero-suppression and jet plus track corrections, done in sequence,
is presented in Figs. 19,20.
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Figure 19: The reconstructed jet transverse energy
as a function of the generator jet transverse en-
ergy; reconstruction with calorimeter only (close cir-
cles), zero-suppression corrections (close triangles),
subtraction procedure of expected responses (close
squares).

Figure 20: The jet transverse energy resolution as a
function of the original jet transverse energy in a sin-
gle jet sample;reconstruction with calorimeter only
(close circles), zero-suppression corrections (close tri-
angles), subtraction procedure of expected responses
(close squares).

Tracks with momentum more than 0.9 GeV/c are used for the correction. Recovering of the remaining 10% of
jet energy scale can be achieved by adding low-momentum tracks, correction for the track inefficiency and for the
neutral hadrons.

6 Level 4: EMF dependence
In this section we propose a jet electromagnetic energy fraction (EMF) dependent correction to be applied in
addition to the above uniformity and absolute response corrections. We outline the steps necessary to determine
this correction using both Monte Carlo truth and data when sufficient samples are available. Estimates of this
correction from Monte Carlo truth are already available.
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6.1 Motivation
Non-uniformities in detector elements and intrinsic non-linearities in their response for particles of different en-
ergies necessitate the development of corrections for the observed response of the detector to jets as a function
of pT and |η|. These methods are described in detail in the previous sections. However, applying corrections as
a function of only these variables integrates over all other characteristics of the jets, possibly limiting the overall
resolution for measuring the energies of individual jets.

Consider a model that describes the response of a detector for jets as a linear combination of the response for
various particle types as illustrated by eq. 22, where R e

h
represents the ratio of the response of the detector for

electrons and hadrons. In a non-compensating calorimeter, we expect R e
h

to depend on energy, R e
h
(E). For sim-

plicity, we can take EM particles to be mainly π0’s, HAD particles to be mainly π±’s, and invisible particles
to represent anything that deposits little or no energy in the calorimeter (e.g. µ, ν, etc.). Equation 22 also implicitly
describes a detector with an ideal response for EM particles. It is then evident that the response of the detector
for jets is dominated by the R e

h
ratio and the fraction of invisible particles. Fortunately this latter category of

particles is not expected to make up a large fraction of the energy of a typical jet, thus highlighting the importance
of R e

h
. In particular if R e

h
is greatly different from unity, the response will be very sensitive to fluctuations in the

hadronization of a jet favoring the creation of more or fewer energetic π0’s.

〈Rjet〉 =

∑

i∈EM ptcls

Ei +
∑

j∈HAD ptcls

Ej

R e
h
(Ej)

∑

i∈EM ptcls

Ei +
∑

j∈HAD ptcls

Ej +
∑

k∈ “invisible ptcls′′

Ek

(22)

While we do not have direct access to this information on a jet-by-jet basis, we can easily measure the jet EMF. As
illustrated in eq. 23, the EMF is strongly correlated with the R e

h
as well as the amount of energy carried by EM

particles.

〈EMFjet〉 =

∑

i∈EM ptcls

Ei +
∑

j∈HAD ptcls

Ej

R e
h
(Ej)

· EMFj(Ej)

∑

i∈EM ptcls

Ei +
∑

j∈HAD ptcls

Ej

R e
h
(Ej)

(23)

EMFj represents the fraction of energy deposited by a hadron in the EM calorimetry. In addition to energy, R e
h

and EMFj will, in general, depend on details of the detector elements and the incident angles of particles, since
these can modify the sampling of showers in the calorimetry. See for example Fig. 21 showing the average EMF
versus η, the effects of crossing detector boundaries are clearly visible.

It has been shown that including an EMF-dependent correction in three parameters (pT ,η,EMF), a 3D-correction,
can improve the observed jet resolution [23] in CMS. In [23] a 3D-correction was applied to jets produced in
MC and the observed resolution for pT measurements was studied. Figure 22 illustrates the observed change in
response as a function of EMF, integrating over pT and η. Using CMSSW 1 2 0 QCD jet samples, an EMF-
dependent 3D correction was derived up to 300 GeV CaloJet pT within the |η| < 2.5 region. The correc-
tion is defined as the difference between GenJet pT and CaloJet pT , for a given CaloJet pT , |η|, and EMF bin,
C(pT ,|η|,EMF):

C(pT , |η|, EMF ) = 〈GenJet pT - CaloJet pT 〉 (24)

After application of the EMF-dependent 3D-correction, jet resolutions are compared (Fig. 23) to those for uncor-
rected jets and jets corrected with separate 1D corrections for |η| and pT . For both central and forward jets an
improvement of order 5-10% is observed in the resolution. We describe plans for the derivation and inclusion of
this correction below.

6.2 JES EMF Correction
After applying the standard MCJet corrections [1] a pT and |η| dependence remains for the application of the EMF
correction. This is most easily illustrated by integrating over one of the variables:
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C(EMF, pT ) = 〈
∫

d|η|(GenJetpT − MCCorJetpT )(EMF, |η|)〉 (25)

C(EMF, η) = 〈
∫

dpT (GenJetpT − MCCorJetpT )(EMF, pT )〉 (26)

where MCCorJet pT is the corrected pT which comes from the standard MCJet corrections. Here “corrected”
refers to |η| and pT corrections.

Figure 24 (left) shows C(EMF) for various fixed pT bins integrating over the entire |η| range. A significant pT

dependence is evident. The right plot in Fig. 24 shows C(EMF) for 0 < |η| < 1.0 (HB), 1.8 < |η| < 2.5 (HE)
and 3.5 < |η| < 4.5 (HF), and demonstrates that there is significant |η| dependence in C(EMF) after MCCorJet
corrections, that decreases as we go forward; more in HB than in HE, more in HE than in HF. The pT and |η|
dependence must therefore be included in the EMF-based corrections to maximize their performance.

We propose to apply an EMF-dependent correction after offset (L1), relative (L2) and absolute (L3) corrections.
The plan is to derive this correction as a function of pT , |η| and EMF for HB, HE and HF separately. The definition
of the EMF dependent correction is the difference between GenJet pT and CorJet pT at a given reconstructed jet
CorJet pT , |η| and EMF bin, S(pT ,|η|,EMF):

S(pT ,|η|,EMF) = 〈GenJet pT - CorJet pT 〉 (27)

where CorJet is a L3 (absolute) corrected CaloJet, and pT , |η|, EMF are L3 jet variables.2) We will have 3 equations
for HB, HE and HF separately and will then use smooth interpolations between them to provide a single correction.

6.2.1 MC Truth Determination
Determining the EMF scale by comparison with MC-truth is straight forward:

• Produce a QCD MC sample

• Measure 〈GenJet pT - CorJet pT 〉 as a function of CorJet pT in each of η and EMF bins for HB, HE and HF.

• Find a smooth fit to as a function of pT , |η| and EMF for each of the three subdetectors.

2) η and EMF do not change as the result of jet corrections. So they are the same for uncorrected and L3 corrected jets.
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Figure 24: Left: pT dependence of MCCorJet correction. Right: |η| dependence of MCCorJet correction.

• Interpolate them smoothly to combine in a single correction

In practice the samples used must be consistent with those used to derive the Levels 1-3 corrections otherwise the
closure test results may be adversely affected.

6.2.2 Determination of the Correction in Data
In data the correction can be derived from the same γ-jet samples used to determine the absolute jet energy scale,
though it will require significantly larger data samples than will be necessary for early passes at the data-derived
absolute scale, one or two orders of magnitude larger at the very least. This will not cause a great difficulties in
the long run, since enormous data sets are expected and most corrections will quickly become systematics limited.
It may also be possible to parameterize the EMF scale dependence using dijet data, where data samples will be
significantly larger. Possible biases in this approach should be determined in the MC by comparing with both
γ-jet and EM-enriched di-jet samples. Another alternative in early running is the possible application of an MC-
derived EMF correction on top of data-driven corrections at Levels 1-3. This would require quantitatively excellent
agreement between data and the Monte Carlo for jet fragmentation and detector showering. While the MC should
be used to study the EMF correction and its systematics, direct application of these corrections to the data may
prove difficult.

6.3 Discussion
The EMF correction has been shown to improve jet resolution at up to 10% levels. The EMF correction will be
derived as an additional factor to be applied after the absolute response. In this way the EMF may be turned on or
off to study its affect on resolutions and closure at Level 3. We note that deriving benefits from the EMF correction
requires sufficiently fine binning of the data to prevent “integrating away” too much information. Also biases in
the EMF measurement (especially as a result of min-bias pileup and zero suppression effects/corrections) must be
understood.

Sufficient sample sizes are only a matter of time. Part of the Monte Carlo efforts to study the JES methods, should
include an estimation of how much γ+jet data are required to derive an adequate EMF correction. The average
values of jet EMFs may be affected by pileup at high luminosities (possibly related to zero suppression thresholds),
by choices in techniques to subtract pileup energy (e.g. will different energies ultimately be subtracted from EM
and HAD portions of the calorimeter?), etc. As part of the offset studies, we should seek methods that remove as
much luminosity dependence as possible from the EMF determinations. Finally, the EMF correction must either
be constructed to preserve η-uniformity either by applying an explicit residual correction factor or by developing a
two-step algorithm, which eliminates any residual η-dependent effects during the last step of the EMF correction
determination.
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7 Level 5: Optional Flavour dependence
The optional level 5 flavour correction is intended to correct a jet to the particle level assuming the jet originated
from a specific parton flavour, as opposed to the QCD mixture of parton flavours used by the previous corrections.
It therefore corrects for flavour variations in CaloJet response. These variations in CaloJet response primarily arise
from flavour differences in jet fragmentation, for example light quarks versus gluons, and from flavour variations
in the number of hard neutrinos and muons from semileptonic decays, for example in b and c quarks. It is a residual
correction on top of the required corrections. Estimates of these corrections from Monte Carlo truth are already
available.

The correction is intended to provide a good starting point for removing these flavour variations. However, the
CaloJet variations will depend on the process and ambiguities of associating flavour with an observed jet, and
therefore it will not be strictly possible to provide a universally applicable correction with arbitrarily small error.
To remove the variations completely will require dedicated studies for each specific process.

In this section we discuss the flavour dependence of the jet energy corrections with a focus on b-jet specific
corrections.

Jets that originate from heavy quarks (b and c quarks) differ from light quark jets in several aspects. The average
number of charged hadrons is higher for b jets than for light jets, but the average charged hadron momentum is
smaller. B hadrons also have a large branching fraction into semileptonic decays. These decays can occur directly
(b → `ν + X,∼ 11%) or via cascade decays (b → c → `ν + X,∼ 11%, here also the charmed hadron can decay
semileptonically), and the energy of the neutrino(s) cannot be measured in the detector. The combined effects lead
to a charged hadron energy fraction that is considerable smaller than that of light quarks jets. Hence the average
calorimeter energy response of b jets is lower than that of light jets.

The size of the effect can be seen in Fig. 25, where the ratio of reconstructed to particle-level transverse jet
momentum is shown for different jet flavours in dijet and tt̄ events as a function of GenJet pT . The response for
b-jets is about 10 % smaller compared to uds jets.3) One also notices that the scale for c jets and gluon jets is
significantly different from uds jets.

Inclusive b decays consist of both hadronic and semileptonic decays. The energy response for these two classes
of decays is quite different since there is at least one neutrino in semileptonic decays whose energy cannot be
measured, resulting in a smaller response than that of purely hadronic b decays. As special algorithms exist to
identify muons and electrons in semileptonic b decays (“soft lepton taggers”) it makes sense to derive corrections
separately for inclusive b jets and for semileptonic b jets. Inclusive corrections would then be applied to jets which
are considered b jets by a lifetime b-tagging algorithm and semileptonic corrections to jets with a soft lepton tag.
The separation of these two rather distinct cases can improve the overall energy resolution of b jets, especially at
low transverse momentum.

Several procedures should be explored to determine the residual b jet corrections, after the inclusive (light) jet
energy scale corrections have been applied. In all cases it is necessary to cross check the corrections for different
b-tagging algorithms, since different taggers select different subsets of b jets, which can have different energy
responses.

7.1 Flavour corrections from Monte Carlo
Before data taking, or when there is only a small data sample available for calibration, flavour corrections can
be derived from Monte Carlo as the ratio of 〈CorJetpT /GenJetpT 〉 in bins of jet pT and η where the flavour
identification is obtained from generator truth information. Monte Carlo studies are also the only way to study
differences for all jet flavours on clean samples. In data it is generally not possible to know the true origin of a jet
for sure. B-tagging algorithms can enhance the fraction of b-jets in data events, but the contamination with c jets
is usually not negligible. There are currently no tools available to reliably separate quark jets and gluon jets.

Monte Carlo truth information can be used to distinguish certain decay modes and study flavour-specific corrections
even further. The most important cases are semileptonic and non-semileptonic decays of jets with b and c hadrons
as discussed before. For semileptonic decays the corrections might also be parameterized in quantities of the soft
lepton, for example as a function of prel

T , the transverse momentum of the lepton with respect to the jet axis. This
3) The ratio of CaloJetpT /GenJetpT for dijet events has been derived in a slightly different way than the default MCJet

corrections, and hence Fig. 25 should not be understood as a closure plot. What matters here is the relative difference
between jet flavours.
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Figure 25: Left: Ratios of reconstructed to particle-level transverse jet momentum for different jet flavours after
MCJet corrections (top: dijets events, bottom: inclusive tt̄ events). Right: Fractional contribution of jet flavours to
the average jet in dijet events (top) and tt̄ (bottom).
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parameter is usually used in soft-lepton tagging algorithms as well so that the corrections can also be applied to
data events.

When using generator truth information to identify a jet flavour, attention needs to be paid as to how generated
particles are matched to the reconstructed jets. There is no unambiguous method and CMS currently implements
three different algorithms (physics, algorithmic, and energetic definition). For details and a discussion see [24].
The main differences between these algorithms is the handling of jets from gluon splitting. Flavour corrections
should be evaluated separately for these matching schemes.

7.2 Flavour corrections from tt̄ events
A large number of top-quark pairs will be produced at the LHC and can be used for data-driven flavour corrections
for light/c-quark and b-quark jets. Top quarks decay almost exclusively into Wb and W bosons decay either into
`ν or into qq′ (the quarks being u, d, s or c). Therefore, fully hadronic top decays, t → Wb → qq ′b, provide a pure
sample of quark jets. Contamination from gluon jets occurs only through higher-order processes. For calibration
purpose a sample of tt̄ events can be used where one top quark decays semileptonically, the other one decays fully
hadronically and a requirement of two b-tagged jets has been imposed. After reconstruction of this lepton+jets
final state the invariant mass of the two non-b-tagged jets can be used to set the energy scale for quark jets from W
decays by scaling the most probable value of the mass distribution to the world average of the W mass. Then the
three jet mass mjjb can be constrained to the world average of the top quark mass. If this is done after applying
the inclusive light jet corrections to all jets one obtains residual corrections for b-jets and the specific mixture of
light and c jets in W decays.

7.3 Flavour corrections from γ + b, bb̄Z, Z → bb̄ events
With increasing data statistics it will also be possible to determine the b jet energy scale from momentum balance
in γ + b or bb̄Z using either the MPF method (see section 4) or simple pT balancing. The position of the mass peak
in Z → bb̄ can serve as a cross check for the b jet energy scale, but because of huge backgrounds to the Z → bb̄
signal it might be too difficult to actually extract corrections from this process.

With γ+jets events the b response as a function of pT can be derived with the same methods as the inclusive
absolute response described in section 5, but applied to b-tagged events. Most analyses will need the pure b
response and so the b response needs to be disentangled from the “tagged” response. This requires knowledge of
the fractions of light, b, and c jets in b-tagged jets.

The process pp → bb̄Z/γ∗, Z/γ∗ → `` has been shown to be useful for providing energy corrections for b jets [25].
The pT balance between the Z boson and pair of b jets is exploited. About 1000 events, useful for calibration, are
expected with 10 fb−1, of these ' 25% are due to background contamination from Drell-Yan and tt̄. No effect of
background contamination on the energy corrections was found, however a more dedicated study requiring larger
background Monte Carlo statistics is required. It has been shown that with 10 fb−1 it will be possible to evaluate
the energy corrections for b jets as a function of raw energy in the interval between 20 and 150 GeV and |η| <2.5
with an uncertainty between ' 10 % (at 20 GeV) and ' 4 % (at 150 GeV). However, the binning in η in addition
to ET requires more data. The b-jet energy corrections restore the energy of the original b quark. They can be
directly applied to the b jets in the associated production of the Higgs bosons in MSSM pp → bb̄φ, φ → ττ (µµ)
or for the Higgs boson mass reconstruction in the pp → tt̄H, H → bb̄ process. For the latter process, however the
impact of the difference in the color reconnections in the pp → bb̄Z, Z → `` and pp → tt̄H, H → bb̄ processes
has to be studied and taken into account.

7.4 Biases from flavour dependent corrections and event topologies
Figure 25 demonstrates that the jet energy response has a strong dependence on the jet flavour. The average flavour
composition of jets also depends on the process and so it cannot be expected that corrections derived from one
sample provide the correct scale for jets in another sample. As an example, it can be seen from the right-hand plots
in Fig. 25 that the fraction of light, gluon, and b jets is very different for dijet events and tt̄ events, which leads
to differences in the average energy response for jets in dijet and tt̄ events. Even after applying flavour-specific
corrections to account for the different sample composition, some biases may remain. For example, the energy
response for a light-quark jet in a dijet event can be different that the response of a light-quark jet in tt̄ events,
even for the same energy and rapidity, due to the denser environment of top-quark pairs. Additional effects such
as color flow can also play a role.
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For b jets an additional bias can occur from the choice of a particular b-tagging algorithm and its operating point,
since they represent different efficiencies and mistag rates. A specific b-tagging algorithm selects a biased sub-
sample of b jets and the energy response of those subsets can vary significantly between b-tagging algorithms. It
will therefore be necessary to cross-check the corrections on different b-taggers or to derive b-tagging algorithm-
specific corrections.

8 Level 6: Optional UE correction
The optional Level 6 underlying event correction is intended to remove from the jet the underlying event. Con-
ceptually this is the luminosity independent component of the pp scattered energy which does not originate from
the hard parton scatter. It is usually one component of a jet correction to the parton level. We plan on estimating
a generic underlying event correction, which would be useful across all analysis as a common first estimate of the
underlying event. This correction is optional for many reasons. Since the underlying event depends on the details
of the hard interaction, it is not strictly correct to introduce a unique correction for the underlying event energy
falling into the jet area. Therefore, dedicated studies for each process would be necessary to refine this correction
to be applicable for their process with smaller uncertainty. Further, many Monte Carlo generators have included the
underlying event based on different models, and there is therefore a way to compare our data to Monte Carlo with-
out the correction. Finally, the very concept of a correction for underlying event may not be theoretically sound, as
underlying event is part of the interaction process and linked to the fragmentation of colored particles into colorless
jets, and may not be separable from the jet. Nevertheless, we plan a generic estimation of this underlying event
energy in a jet, because it is a useful component of the particle to parton level correction.

Early in the run we plan to use the following simple estimate of the correction. The energy in a jet area from
minimum bias events at low luminosity, after subtracting the approximate energy contributed by residual electronic
noise above our thresholds.

Later we plan to provide a tool to more accurately estimate the underlying event contribution. We propose to
use the schema (1) described in subsection 3.2.3 in addition to the recommended schema (3) for the runs without
zero-suppression. This strategy will only have HCAL readouts without zero-suppression, but selective readout for
ECAL cells. Events with one vertex will be selected. We plan to estimate the energy inside an effective jet area in
the direction perpendicular to the direction of the jet [16]. In order to estimate the effect of zero-suppression, the
UE energy estimation in events with jet triggers in schema (1) will be compared with the UE energy estimation in
one-vertex events taken with whatever trigger is chosen for the runs with schema (3).

9 Level 7: Optional Parton correction
The Level 7 parton correction attempts to correct the jet back to its originating parton after the previous corrections.
It is therefore conceptually intended to provide just the correction between the GenJet and the parton level jet
for any parton shower and hadronization effects, excluding if possible the underlying event and flavor effects
that are accounted for by previous corrections. There are clearly many ambiguities in such a correction, as the
correspondence between a jet and a parton is not well defined, for many reasons. For example, jets are massive and
partons are massless, so a simple scaling of the Lorentz vector is not strictly correct. Further, there are different
amounts of final and initial state radiation included in a given GenJet depending on the process. Finally, the
correction will be different depending on flavour. Nevertheless, there will be a need to understand some processes
at the parton level in addition to the particle jet level. For example, the previous jet corrections back to the particle
level need to be related to calibration sources in the real data that are at the parton level: e.g. W decay to quarks in
the top sample. Further, measurements such as the top quark mass may decide to apply additional corrections for
the parton level. We therefore plan to provide a first value for this factorized correction that is applicable for the
majority of the correction before the process dependent studies begin.

The parton level corrections account for effects from the parton shower and jet hadronization and can be derived
from Monte Carlo simulations. The general procedure is to compare jets in Monte Carlo events at the hadron
level to the initiating partons in bins of the jet transverse momentum after all other jet energy scale corrections
have been applied to the CaloJets. Alternately a comparison between GenJets and partons can be made, after the
GenJets have been corrected for underlying event. Different parton shower and hadronization models result in
different parton-level corrections, and so these corrections are specific for a given event generator. The size of the
systematic uncertainty arising from the chosen model can be estimated by comparing parton-level corrections with
different parton shower and hadronization parameters or even with different models.
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A first step to develop a full general parton level correction has been attempted in CMS using the same proce-
dure developed for the fully hadronic ttH channel[26] The proposed procedure, applied to di-jet events, can be
summarized as follows:

1. Particle jet are built from all the generator stable particles using the same jet algorithm used for the previous
level corrections.

2. Particle jet and partons are paired minimizing the ∆R distance

3. All the paired jet with ∆R < ∆Rmin are used to build a set of histograms mapping the η − ET plane with
the EGenJet

T /Eparton
T distribution separately for each flavour of the matched parton (classified as light jets,

c jets, b jets and gluon jets)

4. A Gaussian fit of this set of histograms is used to obtain the parton correction as a function of η, ET and
flavour of the generating parton.

This procedure has been applied to two different jet algorithms: the Iterative Cone with ∆R = 0.5 and the fast
KT with D = 0.6. The absolute η-plane has been divided in 50 bins of 0.1 size covering the range |η| < 5
while the transverse energy has been mapped up to 500 GeV with 200 bins; the chosen matching parameter
is ∆Rmin = 0.15. Figure 26 and 27 show the distribution and Gaussian fit of EGenJet

T /Eparton
T for the two

algorithms for a typical bin (0.5 < |η| < 0.6) and (50 GeV< EGenJet
T <52.5 GeV) for the different possible

flavours of the matched parton. The two algorithms show a different shape of the distribution because of the
different way the radiation is clustered. An automatic procedure to correctly fit the Gaussian part of the distribution
is needed to extract the fitter parameters for the full η-ET map.
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Figure 26: EGenJet
T /Eparton

T ratio distribution for iterative cone ∆R = 0.5 and different flavour

The automatic fitting procedure allows to plot the dependence of EGenJet
T /Eparton

T as a function of EGenJet
T for

different |η|-ring. Figure 28 and 29 show the same |η|-ring (0.5 < |η| < 0.6) for the iterative cone and the KT

algorithm. Different flavours are superimposed to highlight the difference among gluons and quarks. It is evident
that low ET jets are the most affected and the correction factor could reach differences of the order of 5% among
the different flavours. This is particular important when the flavour of a jet is known a priori. A typical example is
the top quark mass measurement where the final uncertainty could be as small as a fraction of percent: correcting
the jet energy with an overall factor which does not take into account the parton level effect of light quark jets with
respect to c, b and gluon jets would introduce an uncertainty of the order of percent on the final top quark mass
value.
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Figure 27: EGenJet
T /Eparton

T ratio distribution for fast KT with D = 0.6 and different flavour

The principal source for extracting the parton correction is Monte Carlo generation. Different generators, different
Parton Shower model, different Parton Distribution Function, different Underline Event model and parametrization,
all these things affect the parton correction functions. Moreover one of the goals of the CMS experiment, after
data taking at LHC starts, is to tune all the used generators to the data in order to have a reliable estimation of the
different processes under study. This tuning will also affect the value of the Level 7 correction

Our plan is to provide different parton correction functions for light jets, c jets, b jets, gluon jets and for a generic
mixture of partons corresponding to the QCD dijet process. Together with the correction factor we would like to
provide also a method to evaluate the systematic uncertainties introduced by using these correction factors. As
a consequence, the challenge in this analysis is to develop a procedure which allows us to calculate the parton
correction independently from the generator and/or the jet algorithm under study. If such a procedure can be
developed, we will be able to calculate both the correction factor and the relative uncertainty for each proposed
generator/jet algorithm combination.

10 Corrections to Particle Flow Clusters
The essential features of the Particle Flow (PF) Clustering Algorithm [10] are described here. (Since the algorithm
is slightly different, but conceptually identical for ECAL crystals and HCAL cells, only the generic algorithm is
described.) Because the particle-flow clustering algorithm is still being optimized, some of the details given in this
section are subject to change.

First, noise suppression thresholds are applied to all calorimeter cells. Next, simple topological clusters are deter-
mined using all cells above the noise threshold: each cell is assigned to the same topological cluster if that cell
neighbors at least one other cell in that cluster. Following that, cluster seeds are identified: a cell is defined to be
a seed if it has energy greater than some seed threshold and if it has energy greater than its four direct neighbors
(or possibly eight direct neighbors). Such a seed cell is then designated as the starting position of a particle-flow
cluster. The energy of any given cell in a topological cluster is then shared between particle-flow clusters according
to a cell-to-cluster distance (assuming an expected Gaussian transverse profile). The position of every particle-flow
cluster is then iteratively recalculated using a barycenter energy weighting algorithm, in which energy is re-shared
between a given cell and the new updated particle-flow cluster positions until convergence is achieved for all
particle-flow clusters belonging to a topological cluster.

Particle-flow ECAL clusters are formed independently from particle-flow HCAL clusters. The ECAL clusters
and HCAL clusters can be linked to a given track (or linked together), depending on the spatial distance of the
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clusters and tracks, and thus form a “particle-flow block”. For example, the block for a non-interacting single
charged hadron, would be formed by one track, one ECAL cluster and one HCAL cluster. Particle-flow blocks are
expected to be calibrated using isolated tracks, according to the strategy, briefly outlined below.

In the case of a block which contains only an HCAL cluster linked to a track, the procedure [11] is to form a
two dimensional histogram of the reconstructed HCAL cluster energy EHCAL versus the linked reconstructed
track momentum ptrack (assumed to be the true cluster energy). For each HCAL cluster energy bin, the track
momentum distribution is fit with a Gaussian of mean µ and width σ (and where µ is constrained to be above
zero). The Gaussian mean µ is then fit with an ad-hoc function µ = f(EHCAL). The Gaussian width σ is also
fit with an ad-hoc function σ = g(EHCAL). (The fit function f will also depend on the pseudo-rapidity of the
HCAL cluster.) The corrected HCAL cluster energy is then Ecor = f(EHCAL), with expected energy resolution
σ(Ecor) = g(EHCAL).

In the case of a block which contains both an ECAL cluster and an HCAL cluster linked to a track, the procedure
[11] is similar and extended by one dimension: a three dimensional histogram is formed from the reconstructed
ECAL cluster energy EECAL versus the linked reconstructed HCAL cluster energy EHCAL and versus the linked
reconstructed track momentum ptrack (assumed to be the true particle-flow block energy). For each ECAL cluster
energy bin and each HCAL cluster energy bin, the track momentum distribution is fit with a Gaussian of mean µ
and width σ. The Gaussian mean µ is then fit with a plane µ = f(EECAL, EHCAL) = a+bEECAL+cEHCAL. (The
fit parameters b and c will depend on pseudo-rapidity and may have a residual energy dependence, due to the non-
linear response of the HCAL.) The Gaussian width σ is also fit with an ad-hoc function σ = g(EECAL, EHCAL).
The corrected particle-flow block energy is then Ecor = a + bEECAL + cEHCAL, with expected energy resolution
σ(Ecor) = g(EECAL, EHCAL).

Finally, the expected energy deposited in the ECAL-only from a hadron track needs to be determined. The pro-
cedure [12] is to form a two dimensional histogram of the reconstructed ECAL cluster energy EECAL versus the
linked reconstructed charged hadron track momentum ptrack. For each track momentum bin, the resulting ECAL
energy distribution is fit with a Gaussian of mean µ and width σ. The Gaussian mean µ is then parameterized
according to the form: µ = f(ptrack) = a + bptrack. (The fit parameters a and b will depend on pseudo-rapidity.)
The Gaussian width σ is also fit with an ad-hoc function σ = g(ptrack). The expected ECAL cluster energy due to
a hadron is then Ehad

ECAL = b + aptrack, with an expected energy spread σ(Ehad
ECAL).

The hadron energy spread map for ECAL σ(Ehad
ECAL) is used to identify photons which are merged with charged

hadrons. If the difference between the expected ECAL energy Ehad
ECAL and the measured ECAL energy EECAL is

significantly higher than the expected hadron energy spread σ(Ehad
ECAL), then a photon is created with an energy,

for example, Eγ = EECAL − Ehad
ECAL. (Note that there are other possibilities for the photon energy, such as

determining the energy from a multivariate analysis involving ptrack, EECAL, EHCAL, cluster shapes, cluster-
to-track distance, etc, and the exact algorithm estimating the photon energy is still being optimized.) Next, the
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resolution map σ(EECAL, EHCAL) is used to confirm the identification of a photon in the previous step. If the
difference between (Ecor −Eγ)−ptrack is not significantly negative, compared with σ(EECAL, EHCAL), then the
photon identification is confirmed; otherwise it is rejected.

Finally, the resolution map σ(EECAL, EHCAL) is used to identify neutral hadrons which are merged with charged
hadrons: if the difference between the calibrated calorimeter energy Ecor and the measured track momentum ptrack

significantly higher than the expected resolution of the corrected calorimeter energy resolution σ(EECAL, EHCAL),
then a neutral hadron is created with energy EN0 = Ecor − ptrack.

Because the track momentum provides an absolute scale which is neither affected by ZS nor by SR in the calorime-
try, the isolated particle-flow cluster calibration procedure automatically includes the corrections due to any ZS or
SR readout of the calorimeters.

The situation may be different in the case of non-isolated particle-flow clusters (as in a jet) where the effects of
ZS (or possibly SR) could be reduced by the presence of nearby clusters. In such a case, the calibration maps
derived from isolated particle-flow clusters from ZS data might be biased if applied to non-isolated particle-flow
clusters. However, the effect of any such bias (due to the ZS readout) can be estimated (and corrected) by applying
the above calibration method to isolated tracks with non-ZS data (taken from special calibration runs), and then re-
performing the calibration a posteriori to the same data, but with an emulation of the nominal ZS. The magnitude
of such an effect is still to be studied and quantified.

The particle flow algorithm will attempt to identify charged pile-up particles via a primary vertex constraint. Nev-
ertheless pile-up subtraction may still be required in the test for, and the determination of, the neutral component of
each calorimeter cluster. Such a correction will depend upon pseudo rapidity and instantaneous luminosity. Since,
for low luminosity running, pile-up effects will only sparsely populate the detector, care must be exercised not to
over-correct.

11 Closure Tests
Closure tests are an essential tool to validate the procedures to derive the jet energy calibration as well as the actual
correction values.

11.1 Validation of Methods
These types of closure test have been used by both the DØ and CDF experiments at the Tevatron [4, 2] to compare
corrected measured jets in the Monte Carlo with their associated particle level jets. If the corrections are derived
following the same procedure as in data, the tests are a validation of the methods. DØ uses both γ-jets and dijets
samples and defines a “direct” closure quantity:

D(p′T , |ηdet
jet |) =

〈ECorr
jet 〉

〈Eptcl
jet 〉

, (28)

where 〈ECorr
jet 〉 is the mean corrected energy of a jet in a given p′

T and |ηdet
jet | bin, with p′T the projection of the

probe jet transverse momentum onto the direction of the tag object and ηdet
jet the probe jet pseudorapidity measured

from the geographical center of the detector.〈Eptcl
jet 〉 is the mean energy of the parent particle level jets. The only

source of systematic uncertainty associated with this closure test is the matching criteria to relate a “measured” jet
to its parent particle level jet, ∆R < Rcone/2 for a jet reconstructed with a fixed cone algorithm.

Deviations from unity outside of the errors from the JES correction and those of the closure test would point to
flaws in the derivation methods. This test may also be used to validate the use of a given JES correction in samples
different from those used for its derivation. In other words, it may help to answer the question on the bias associated
with the use of a γ-jets derived JES on dijet, W+jets, top events, etc.

11.2 Validation of Correction Values
These type of closure test are based on real collider data and use physics knowledge such as the known mass of
unstable particles or transverse momentum balance in real collider events. We will concentrate on two methods
associated to two sets of samples: γ/Z-jet and dijet events, tt (leptons plus jets) events.
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11.2.1 Tests on γ/Z-jets Samples
This analysis involves stringent cuts on the purity of the photon or the Z samples, as well as on the ∆ϕ separation
between the γ/Z and jet. Results will therefore be affected by systematic errors coming from the residual QCD
background, and the asymmetric radiation patterns in the gamma and jet hemispheres. In addition, this is a test
of the correction to the “parton level” since it involves a gamma or a Z and a deviation from closure is therefore
expected in case we are testing particle level corrections.

One way to reduce systematic uncertainties is by defining a closure variable:

Rclosure(p
′
T , |ηdet

jet |) =
〈ECorr,Data

jet 〉
〈ECorr,MC

jet 〉
. (29)

Deviations from unity beyond the errors propagated from the JES correction and the closure test would imply biases
in the JES correction being tested either because of problems in the sample selection and methods, or because it
is being tested inconsistently on a sample different to the one used for its derivation. Although the uncertainties
in Rclosure are mitigated by the use of a MC to model the QCD background and the event topology, there are still
errors coming now from the accuracy with which the Monte Carlo models the data. Sources of uncertainty will be
the measurement of the gamma energy scale, the difference in topology between a pure photon sample in the MC
and a contaminated one in the data, the modeling of hadron response in the Monte Carlo. The use of a realistically
mixed MC sample (signal+background) and a “data driven” MC with a pion response tuned to data could help to
reduce the error on the closure method.

A similar approach to the one described above is the so called “Hemisphere Method” which uses transverse mo-
mentum balance in the whole event rather than in a back-to-back di-object system. We define the observable H
as:

H =
ΣProbe|~pT · n̂tag|
ΣTag|~pT · n̂tag|

, (30)

where the denominator is a sum of the pT ’s of the objects in the hemisphere defined by the tag object and the
numerator is the sum over the objects on the other side. The sources of error come from the energy scale of the tag
object, the event selection (not the same sample used to derive the JES), energy resolution biases affecting low pT

jets, physics out-of-cone and unclustered energy effects. Again, these uncertainties can be mitigated by defining
a ∆H = Hdata − HMC. However, it is difficult to bring the resolution biases under control except with a Monte
Carlo that models jet multiplicity, offset, and resolution very accurately. This method, pioneered by DØ , was
discarded for this and for the reason that it does not test the JES in the sample it was derived from.

11.2.2 Corrections from mass constraints in top quark events
Processes in which top quarks appear have a large cross section at the LHC. The production of top quark pairs,
pp → tt̄, has a Next-to-Leading Order cross section of about 830 pb. With only a modest integrated luminosity
of 100 pb−1, a relevant sample of top quarks can be collected. With respect to the Tevatron pp̄ collisions, the
influence of the background processes like the production of W bosons with jets is negligible due to a smaller
cross section with respect to the top quark processes. The top quark decays with a branching ratio of about 100%
to a W boson and a bottom quark. Therefore in the decay t → Wb → qq̄b two strong mass constraints are
present. The first one comes from the precise measurement of the mass of the W boson, MW , from the LEP and
Tevatron experiments, while the second constraint is given by the Tevatron measurement of the top quark mass,
Mt. Using this information together with the jet flavour tagging capabilities of the CMS experiment, we can
identify a constrained system of 3 reconstructed jets in the final state of the top quark processes,

M2
t =

∑

i=q,q̄,b

E2
i −

∑

i=q,q̄,b

p2
x,i −

∑

i=q,q̄,b

p2
y,i −

∑

i=q,q̄,b

p2
z,i (31)

M2
W =

∑

i=q,q̄

E2
i −

∑

i=q,q̄

p2
x,i −

∑

i=q,q̄

p2
y,i −

∑

i=q,q̄

p2
z,i (32)

where the energies Ei and momenta ~pi are from the jets in the hadronic decaying top quark. In general the 4-
momenta of the reconstructed jet should fulfill these constraints if the jet energy scale is properly calibrated. This
can be checked on an event-by-event basis with the selected and reconstructed top quark events. It was shown that
an excellent statistical precision can be obtained with 1 fb−1 using only the W boson mass constraint [27].
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The golden tt̄ decay channel for this study is the semi-leptonic channel, where the W boson from one top quark
decays hadronically and the W boson from the other top quark decays leptonically, reflecting a tt̄ → WbWb →
qq̄blνb̄ topology. When applying only loose selection cuts on the data, a rather pure sample of semi-leptonic
decaying top quark pair events can be obtained [28]. With b-tagging tools a differentiation can be obtained between
the light quark jet from the W boson decay and the remaining bottom quark jets from the top quark decay [29].
The remaining ambiguity between the bottom quark jets can be solved by the information provided by several
topological observables. Therefore a relatively pure sample of three-jet systems reflecting the t → Wb → qq̄b
topology can be selected from the data.

For each three-jet system the above constrained mass equations can be verified. For a successful closure test the
equations should hold on average. Corrections to the jet energy scale, ∆Ei, can be introduced if the constraints are
not fulfilled, yielding corrected jet energy scales, Ecorr

i . In this procedure the mass of the jet can remain constant
by rescaling the magnitude of the jets momentum accordingly. Because the mass constraints are true at the parton
level, the residual corrections ∆Ei will correct the jet energy scale back to the primary parton level.
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Figure 30: Ratio of the corrected CaloJet energy, using MCJet correction, to the corresponding parton energy for
light quark jets (left) and heavy bottom quark jets (right) for jet with pCorJet

T > 10 GeV and |η| < 2.5.

As an illustration of the residuals to be estimated an inclusive shift is being determined on the light and heavy
quark jets from these top quark decays. The jets in top quark pair events reconstructed with the iterative cone
algorithm of opening angle 0.5 are calibrated with Monte-Carlo based techniques using QCD events. From the
knowledge of the generated parton momenta, an angular matching has been made between the reconstructed jet
and the primary parton. When the jets do match the primary parton to better than ∆R(η, φ) < 0.3 , the relative
difference can be calculated between the energy scale of the jet and the parton. In Figure 30 the relative shifts are
shown for respectively light and heavy quark jets depending on the flavour of the parton. In Figure 31 the mean
of this distribution is differentiated as a function of the transverse momentum of the reconstructed jet. In these
Figures, produced with TopReX events in CMSSW 131, the jets are within of pseudorapidity of |η| < 2.5 .

With the application of a kinematic fit [30] the hypothesis of both mass constraints can be fitted together, obtaining
optimal corrections on both the light and heavy jet energy scale. Forcing the three-jet system to fulfill the mass
constraints will provide a χ2 value. For each event this χ2 value can be determined as a function of the corrections
to be estimated, hence χ2 = χ2(∆Eb, ∆Eq , ∆Eq̄). The minimum of the total χ2 over all events can be projected
into one dimension of either the light or heavy quark jets, after which a differentiation can be made as a function
of the properties of the individual jets, for example the transverse momentum or the pseudorapidity. This method
has the potential to perform the closure test to parton level jet energy scales for both light and heavy quark jets to a
percent precision with only 1 fb−1 of data. The method can also provide estimates for the residual corrections after
a calibration procedure applied to a certain level. It could check therefore the consistency of each of the individual
steps in the jet energy scale calibration procedure. Unique for these processes and this method is the extraction of
residual corrections of both light and heavy quark jets from the same event.
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Figure 31: For light quark jets (left) and heavy bottom quark jets (right) the mean of the ratio of corrected CaloJet
energy to parton energy as a function of the reconstructed ET of the corrected CaloJet.

11.3 Summary
An accurate “data driven” Monte Carlo simulation is a key tool for validating data based methods. There are many
ways to use the physics of collider events to validate the JES corrections. These methods may also be modified, as
discussed in previous chapters, to derive the JES corrections.

12 Evolution of Corrections and the Role of the Monte Carlo
Data based methods are, unfortunately, affected by biases or lack of statistics in some regions of phase space. They
rely on a set of cuts to ensure the necessary physics properties for the dijet system or the event to balance. The
resulting corrections are not easy to transport to all samples used in physics analysis: light jets or heavy quark jets,
gluon jets or quark jets, multijet events, high pT dijet events, top events, W+jet events, etc. It is therefore critical
to develop a data driven Monte Carlo simulation that models the data in such a way that it can be used to transport
the JES corrections from those that are only valid for a very specific sample to the ones associated to the many
exclusive samples. Direct determination of the JES correction from a data driven Monte Carlo, may be the method
to be used on day one when data based methods are still not well understood, as well as toward the end of the run
when the Monte Carlo is well tuned to data.

A realistic and accurate, data driven, Monte Carlo simulation is an essential tool for the Jet Energy Scale project.
As mentioned throughout this note, the simulation will be used to understand and demonstrate data based analysis
procedures (closure tests), as well as for the direct derivation of some of the sub-corrections. For example, a
Monte Carlo simulation tuned to cosmic ray and test beam data may be the only tool we have on day one of data
taking to anchor the absolute jet energy scale in the central pseudorapidity “control” region. That is because it
will take some time to understand the calibration data taken during the first few months of the collider run. These
data will eventually be used to perform an independent in-situ measurement of the jet energy corrections, as well
as to re-tune the Monte Carlo to reproduce data distributions more precisely and therefore reduce the systematic
uncertainties of a Monte Carlo based jet energy calibration. In other words, at different stages of the experiment, we
may use different tools to perform the jet calibration as they become available. The strategy should follow closely
the physics goals and associated timescales. Many measurements actually depend on the difference between MC
and data corrections rather than on its absolute error. Longer term precision measurements will probably care about
smaller uncertainties, a physics based JES factorization, and good knowledge of error correlations. For example:

• The nominal “day one” JES corrections may be derived from a Monte Carlo simulation which should incor-
porate the lessons from the Cosmic Ray and Test Beam experiments. This first pass procedure could be used
to determine the jet energy scale with a systematic uncertainty ∼10%.

• The intermediate JES with an uncertainty of ∼5% come from the methods using in-situ collider data and
closure tests, as well as from the progress in Monte Carlo tuning using dedicated calibration triggers.
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• The long term JES with a target uncertainty of ∼1% will probably be based on a very accurate but biased
data based correction and a highly tuned data driven MC which could be used to extend the range of validity
of the corrections to different samples, energy ranges, and algorithms.

The current simulation effort within the offline and DPG groups is targeting a simulation tool suited to the needs
of day one physics. Through the Spring and Summer of 2007, work has been performed to improve and validate
the detector geometry descriptions, including the detector parts, and material budget. The digitization code was
also significantly improved, with calibration constant tunning, and updated descriptions of signal and noise based
on recent test beam and cosmic ray experiments. One important step toward achieving a realistic Monte Carlo is
related to the development of a Monte Carlo/data mixing tool to be able to overlay, for example, a real Min-Bias
or Zero-Bias collider event to a Monte Carlo signal event. Another big step will be given with the availability
of the GFlash infrastructure to parameterize both EM (already available) and Hadronic showers. The elements
and tools described above are critical to achieve accurate descriptions of the offset energy, the hadronic energy
response linearity and resolution, as well as transverse and longitudinal shower shapes. These characteristics are
essential for the JES corrections to be similar in the data and the Monte Carlo. The MC/data mixing tool will
allow to produce MC samples with a realistic modeling of pileup and underlying event and reproduce accurately
the effects of pedestal subtraction, zero suppression, and algorithm parameter thresholds which contribute the jet
energy scale. Geant4 physics is based on theoretical calculations and data based parameterizations to describe
the many different processes associated with the interaction of particles with matter. Different sets of models are
grouped in a small set of “physics lists” which we can select from. It is not possible, however, to tune the Geant4
simulation to the CMS collider data. The tuning may be done at different levels by, for example, re-weighting
the EM and HAD fractions of the simulated hit energy to adjust response linearity, including calibration constants
and sampling weights following the same model as in the data to optimize resolution and detector uniformity,
replacing the Geant4 shower by parameterizations after the first inelastic interaction to adjust linearity, resolution,
and shower shapes. The tuning of the Monte Carlo will grow into a very challenging and personnel demanding
collaboration effort between the simulation, DPG, and POG groups. The program would involve the definition
of calibration triggers to collect Min-Bias and Zero-Bias events, and measure isolated charged tracks and shower
properties.

13 Software
The goal of this section is to discuss some minimal requirements and a possible initial implementation for the
software to apply the jet corrections. The software to derive the jet corrections is beyond the scope of this note.

We believe the software at a minimum must be able to support the following:

1. Creation of collections of corrected jets.

2. Return of a correction scale factor per jet, for on-the-fly use of these factors to correct jets, without having
to create a collection.

3. Corrections performed up to and including any particular level.

4. User ability to choose from a supported list of datasets from which the correction was made, and apply that
correction to whatever dataset they choose without system interference.

5. User ability to choose from a supported list of algorithms for which that correction has been made available,
and apply that correction for that specific algorithm.

An initial implementation for all of these requirements currently exists in the JetMETCorrections package to
support the existing MCJet and factorized corrections. The corrections are independent modules that can be placed
in the user’s analysis path, and independent services that can be called by the user on the fly. Here a user specifies
the dataset via use of a particular configuration file with the dataset in its name, and specifies the jet algorithm by
choosing from the listed supported algorithms in that configuration file. The user can choose to create collections,
or get correction scale factors on the fly, or do both. The user can choose to have corrected collections created and
added to the event for any of the levels, or all of the levels, or not at all. The user has examples of recommended
and supported sequences of corrections, and recommended modes of use. The user can also for their owns studies
exclude an intermediate correction level, and we indicate what modes of use are supported and will give sensible
results. We recommend this simple and flexible framework as a good starting point.
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For each algorithm, dataset, and level chosen, the software needs to be able to access the values of the correction
in order to calculate and then apply the correction. At a minimum the software must be able to flexibly access the
parameters of a parameterized correction, as it does now. We do not know the form of this parameterization for all
the corrections, so we need to remain flexible in how these parameters are stored and retrieved. These corrections
will be applied at the analysis level, at the highest tiers of computing facilities.

14 Conclusions
We have presented a plan for developing jet energy corrections at CMS. The experience of prior experiments,
including the Tevatron, has been applied to the CMS environment in developing this plan.

The jet energy corrections will be factorized into a fixed sequence of sub-corrections associated with different
detector and physics effects. The first three levels of correction when applied in sequence will correct calorimeter
jets back to the particle level on average, and are a minimum required correction for most analysis. The fourth
level uses the jet EMF to improve the resolution of jets corrected to the particle level, and is therefore a desirable
correction for many measurements. The remaining three levels, correcting for flavour, underlying event and finally
back to the parton level, are not required but will be useful for many measurements. While we recommend follow-
ing a prioritized approach to the development of these corrections, all the corrections are needed by some analysis,
and some effort must be spent on each. We will need to involve more of the CMS collaboration in this effort.

The jet corrections will be developed and evolve over time. As this is being written we have in place in CMSSW
the ”MCJet” corrections based on MC truth and a few components of the factorized correction based on MC truth.
We plan to have in place a first pass at all the levels of the correction based on MC truth fairly soon. The levels
will be refined based on their priority and the demands of the experiment. We will be replacing the MC truth based
determination of the various levels with a data-driven determination using simulated data. Some studies of the
data-driven corrections have been presented, and more are clearly needed and will be our focus. This transition
from MC truth to data-driven based determination of corrections will give us a simulation estimate of the bias due
to using data-driven techniques, and provide any residual corrections for that bias. We expect to have the critical
data-driven corrections in place from simulation by the time the first data arrives, complemented by factorized
Monte Carlo truth definitions of lower priority corrections. When real data is available it will be used to determine
the data-driven corrections. Ultimately we expect to have a finely tuned simulation that agrees well with the data,
and that can then be used to form the most reliable corrections.

We are proceeding to implement jet corrections for CMS according to this plan.
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