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Two Issues
Multiplicities are 
TOO LOW

Many models/tunes are 
slightly low even at 900 GeV

(though ≈ 20% on IR 
sensitive quantity not bad) 
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Figure 3: Charged-particle multiplicities for events with nch ≥ 1 within the kinematic
range pT > 500 MeV and |η| < 2.5. The panels show the charged-particle multiplicity as a
function of pseudorapidity (a) and of the transverse momentum (b), the charged-particle
multiplicity (c), and the average transverse momentum as a function of the number of
charged particles in the event (d). The dots represent the data and the curves the predic-
tions from different MC models. The vertical bars represent the statistical uncertainties,
while the shaded areas show statistical and systematic uncertainties added in quadrature.
The values of the ratio histograms refer to the bin centroids.
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Diffraction?

Slightly wrong asymptotic slope?

Note: can’t see very much from dN/dη alone
ATLAS, 1003.3124

2



Particle Correlations
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• Study distributions wrt to the reference system 
defined by the leading jet/track direction

• Study shape of the peak itself (Δϕ correlations) 
or the transverse region (underlying event)

• Using similar variables to heavy-ion studies of 
the pT-triggered correlations and elliptic flow 
measurements.
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Two Issues
Multiplicities are 
TOO LOW

Many models/tunes are 
slightly low even at 900 GeV

(though ≈ 20% on IR 
sensitive quantity not bad) 

+ SCALE TOO SLOWLY

→ Even lower at 7 TeV

→ too low UE

3

8

Table 1. Charged-particle pseudorapidity densities at central pseudorapidity (|η| < 1), for inelastic collisions having at least
one charged particle in the same region (INEL>0|η|<1), at three centre-of-mass energies. For ALICE, the first uncertainty is
statistical and the second is systematic. The relative increases between the 0.9 TeV and 2.36 TeV data, and between the 0.9 TeV
and 7 TeV data, are given in percentages. The experimental measurements are compared to the predictions from models. For
PYTHIA the tune versions are given in parentheses. The correspondence is as follows: D6T tune (109), ATLAS-CSC tune (306),
and Perugia-0 tune (320).

Energy ALICE PYTHIA [5,6] PHOJET [10]

(TeV) (109) [7] (306) [8] (320) [9]

Charged-particle pseudorapidity density

0.9 3.81 ± 0.01+0.07
−0.07 3.05 3.92 3.18 3.73

2.36 4.70 ± 0.01+0.11
−0.08 3.58 4.61 3.72 4.31

7 6.01 ± 0.01+0.20
−0.12 4.37 5.78 4.55 4.98

Relative increase (%)

0.9–2.36 23.3± 0.4+1.1
−0.7 17.3 17.6 17.3 15.4

0.9–7 57.6± 0.4+3.6
−1.8 43.0 47.6 43.3 33.4

Increase (%)
0 20 40 60

D6T
PYTHIA

ATLAS-CSC
PYTHIA

Perugia-0
PYTHIA

PHOJET

| < 1!ALICE       INEL>0      |
 2.36 TeV"       0.9 TeV 
 7.0 TeV"       0.9 TeV 

Fig. 1. Relative increase of the charged-particle pseudorapid-
ity density, for inelastic collisions having at least one charged
particle in |η| < 1, between

√
s = 0.9 TeV and 2.36 TeV (open

squares) and between
√
s = 0.9 TeV and 7 TeV (full squares),

for various models. Corresponding ALICE measurements are
shown with vertical dashed and solid lines; the width of shaded
bands correspond to the statistical and systematic uncertain-
ties added in quadrature.

in Table 1 and compared to models. The measured val-
ues are higher than those from the models considered,
except for PYTHIA tune ATLAS-CSC for the 0.9 TeV
and 2.36 TeV data, and PHOJET for the 0.9 TeV data,
which are consistent with the data. At 7 TeV, the data
are significantly higher than the values from the models
considered, with the exception of PYTHIA tune ATLAS-
CSC, for which the data are only two standard devia-
tions higher. We have also studied the relative increase
of pseudorapidity densities of charged particles (Table 1)
between the measurement at 0.9 TeV and the measure-
ments at 2.36 TeV and 7 TeV. We observe an increase
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Fig. 2. Charged-particle pseudorapidity density in the cen-
tral pseudorapidity region |η| < 0.5 for inelastic and non-
single-diffractive collisions [4,16–25], and in |η| < 1 for inelas-
tic collisions with at least one charged particle in that region
(INEL>0|η|<1), as a function of the centre-of-mass energy. The
lines indicate the fit using a power-law dependence on energy.
Note that data points at the same energy have been slightly
shifted horizontally for visibility.

of 57.6%± 0.4%(stat.)+3.6
−1.8 %(syst.) between the 0.9 TeV

and 7 TeV data, compared with an increase of 47.6% ob-
tained from the closest model, PYTHIA tune ATLAS-
CSC (Fig. 1). The 7 TeV data confirm the observation
made in [4, 16] that the measured multiplicity density in-
creases with increasing energy significantly faster than in
any of the models considered.

In Fig. 2, we compare the centre-of-mass energy de-
pendence of the pseudorapidity density of charged parti-
cles for the INEL>0|η|<1 class to the evolution for other
event classes (inelastic and non-single-diffractive events),
which have been measured at lower energies. Note that

A
LIC

E, 1004.3514

Increase
to 7 TeV

Increase 
to

2.36 TeV

MB

UE



Minimum-Bias Activities in ALICE and Recent Results - Jan Fiete Grosse-Oetringhaus 6

Momentum Distributions (2)
PYTHIA Perugia0 and 
D6T tunes describe the 
shape best, only yield 
~20% too low
PHOJET (at 900 GeV) 
and PYTHIA ATLAS-CSC 
tune (at 2.36 and 7 TeV) 
gave best description of 
the multiplicity 
distributions

arXiv:1007.0719

Beyond Multiplicities
ESSENTIAL to consider 
several distributions 
simultaneously:

“Those that reproduce the 
multiplicity don’t reproduce the pT 

distributions and vice versa”

+ “different tunes work best in 
different PS regions”

4

J. Fiete Grosse-Oetringhaus

Normalization fine, shape wrong

Normalization wrong, shape fine

ALICE, 1007.0719

C. Zampolli

Emphasises that maximal phase space is not the only game!



1. Where is the energy going?
Sum(pT) densities, event shapes, mini-jet rates, energy 
flow correlations… 

2. How many tracks is it divided onto?
Ntracks, dNtracks/dpT,

 Associated track densities, track 
correlations… 

3. What kind of tracks?

Strangeness per track, baryons per track, … 

Further: strange baryons per strange, strange-antistrange 
correlations, … … 

An Organized View

5

IR Safe

IR Sensitive

More IR 
Sensitive

Note: only linearized Sphericity is IR safe



Action Items
1. Need better models for diffraction

Tuning is fast - but modeling takes time
Physical observables, in diffractively enriched samples
+ data preservation (HEPDATA/Rivet) → can test any future model

2. Get Organized
Global View: Consider each model on several observables in several 
phase-space regions simultaneously → better conclusions

Factorized: Order observables from IR safe to IR sensitive

3. Need better understanding of E-scaling
E-scaling allows to consolidate measurements from different colliders 
→ powerful cross check on physics model

While waiting for better model of diffraction, isolate and continue testing non-
diffractive tail of MB + Systematically compare to LEP (jet fragmentation) & UE

6

cf., e.g., 
ATLAS (L. Tompkins)

CMS (H. Jung, M. Velasco)



Energy Scaling
Can we be more general than this-
tune-does-this, that-tune-does-that?

Yes 

The new automated tuning tools allow us to get an  
Unbiased optimization at each collider separately 

→ counter-check the model assumptions on energy scaling

→ + counter-check the consistency of the interpolations

→ + differences give a new kind of uncertainty estimate

Critical for this task:

“Comparable” data set at each different collider

7



Scaling according to Holger

MCnet/LPCC Summer Student 

Used CDF, UA5, and ATLAS data

P(Nch), dNch/dpT, <pT>(Nch)

+ can even focus on Nch≥6 sample separately!

From 630 GeV to 7 TeV (we would have liked to add STAR at 200 GeV, 
but we did not have a complete obs set from them)

Reduce model to 3 main parameters:

1. Infrared Regularization Scale

2. Proton Transverse Mass Distributions

3. Strength of Color Reconnections

8

(Schulz)

(+co-author of Professor)

Starting point = Perugia 0

PARP(82)

PARP(83)

PARP(78)

pTmin

μ

CR



Infrared Regularization
Independent tunings compared to Perugia 0

Rather striking agreement with the assumed functional form 
(Tunes A, DW, Perugia-0 use PARP(90) = 0.25)
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Figure 1: Evolution of parameters with energy. .
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7 TeV

1800 & 
1960 GeV

900 GeV

630 GeV
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Figure 1: Evolution of parameters with energy. .
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“Energy Scaling of MB Tunes”, H. Schulz + PS, in preparation

cf., also, e.g., CMS 
talk by R. Field

Sjöstrand & van Zijl, PRD36(1987)2019
&



Mass Distribution
Independent tunings compared to Perugia 0

Hint of departure from Gaussian (PARP(83)=2.0) at lower 
energies? Consistent with higher x → more lumpy?
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Perugia-0:
too lumpy
at high E?

“Energy Scaling of MB Tunes”, H. Schulz + PS, in preparation



Color Reconnections
Independent tunings compared to Perugia 0

CR are the most poorly understood part of these models

Assumption of constant strength not supported by data!
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7 TeV

Perugia-0:
too much CR 

at high E?

“Energy Scaling of MB Tunes”, H. Schulz + PS, in preparation



PYTHIA Updates

with input from R. Corke, T. Sjöstrand



PYTHIA 6
The Perugia Tunes 

Intended to provide reasonable starting points for 
tuning efforts of the pT-ordered framework

Mark the last development effort from the authors 

Diffraction
Obsolete Model: no diffractive jet production

Status
No longer actively developed

13

PS, arXiv:1005.3457v2

→ PYTHIA 8: S. Navin, arXiv:1005.3894



Already significant improvements 
but there was one snag…
But Rivet+Professor (H. Hoeth) shows it fails miserably for UE
(Rick Field’s transverse flow as function of jet p⊥):

Where did we go wrong?

PYTHIA 8

14

cf., e.g., yesterday’s
ATLAS talk (L. Tompkins)



A problem with Final-Initial Dipoles 
(doublecounting), now addressed → 

PYTHIA 8

15

PYTHIA 8 now competitive with or better than PYTHIA 6 also for UE



Summary
A new way of using tuning tools
→ Check of consistency and universality of the model

Not just the best tune 

Power + Flexibility of automated tools allow 
independent optimizations in complementary phase space regions

+ get a data-driven idea of any non-universalities as a bonus → better uncertainties

16

We used different beam energies as our complementary regions 
(→ tests of energy scaling assumptions)

Other complementary sets could be used to test other aspects

+ Time to move to PYTHIA 8

Crucial: Need complete and comparable data sets in each region!



Backup Slides



Baryon Transport
LESS than 
Perugia-SOFT

(at least for 
protons, in central 
region)

But MORE 
than Perugia-0

(at least for 
Lambdas, in 
forward region)

18

!"#$%&'("

)*+,-"

."/01203405",6)6"

70%(85030&2("$90"(9:&9;9<%&2$="$>?05"2@%&"A058:9%"6"
0B10<2%29>&"%2" "C"6D-"E0F"

A50$939&%5="G0(8$2(" "
H&>2@05"8&9I80"30%(85030&2"%2"@9:@"5%19J92="?92@" "
<>$$9(9>&("%2" "C"6D-"K"L"E0F"

LHCb 2009 
Preliminary 

 = 0.9 TeV 
~0.3 nb-1  

LHCb 2009 
Preliminary 

 = 7 TeV 
~0.2 nb-1  
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TABLE I. Systematic uncertainties of the p/p ratio.

Systematic Uncertainty
Material budget 0.5%
Absorption cross section 0.8%
Elastic cross section 0.8%
Analysis cuts 0.4%
Corrections (secondaries/feed-down) 0.6%
Total 1.4%

The main sources of systematic uncertainties are the209

detector material budget, the (anti)proton reaction cross210

section, the subtraction of secondary protons and the ac-211

curacy of the detector response simulations (see Table I).212

The amount of material in the central part of ALICE213

is very low, corresponding to about 10% of a radiation214

length on average between the vertex and the active vol-215

ume of the TPC. It has been studied with collision data216

and adjusted in the simulation based on the analysis of217

photon conversions. The current simulation reproduces218

the amount and spatial distribution of reconstructed con-219

version points in great detail, with a relative accuracy of220

a few percent. Based on these studies, we assign a sys-221

tematic uncertainty of 7% to the material budget. By222

changing the material in the simulation by this amount,223

we find a variation of the final ratio R of less than 0.5%.224

The experimentally measured p–A reaction cross sec-225

tions are determined with a typical accuracy better than226

5% [17]. We assign a 10% uncertainty to the absorption227

correction as calculated with FLUKA, which leads to a228

0.8% uncertainty in the ratio R. By comparing GEANT3229

with FLUKA and with the experimentally measured elas-230

tic cross-sections, the corresponding uncertainty was es-231

timated to be 0.8%, which corresponds to the difference232

between the correction factors calculated with the two233

models.234

By changing the event selection, analysis cuts and235

track quality requirements within reasonable ranges, we236

find a maximum deviation of the results of 0.4%, which237

we assign as systematic uncertainty to the accuracy of238

the detector simulation and analysis corrections.239

The uncertainty resulting from the subtraction of sec-240

ondary protons and from the feed-down corrections was241

estimated to be 0.6% by using different functional forms242

for the background subtraction and for the contribution243

of the hyperon decay products.244

The contribution of diffractive reactions to our final245

event sample was studied with different event generators246

and was found to be less than 3%, resulting into a negligi-247

ble contribution (< 0.1%) to the systematic uncertainty.248

Finally, the complete analysis was repeated using only249

TPC information (i.e., without using any of the ITS de-250

tectors). The resulting difference was negligible at both251

energies (< 0.1%).252

Table I summarizes the contribution to the system-253

atic uncertainty from all the different sources. The total254
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FIG. 3. (Color online) The pt dependence of the p/p ratio in-
tegrated over |y| < 0.5 for pp collisions at

√
s = 0.9 TeV (top)

and
√
s = 7 TeV (bottom). Only statistical errors are shown

for the data; the width of the Monte Carlo bands indicates
the statistical uncertainty of the simulation results.

systematic uncertainty is identical for both energies and255

amounts to 1.4%.256

The final, feed-down corrected p/p ratio R inte-257

grated within our rapidity and pt acceptance rises from258

R|y|<0.5 = 0.957 ± 0.006(stat.) ± 0.014(syst.) at
√
s =259

0.9 TeV to R|y|<0.5 = 0.991± 0.005(stat.) ± 0.014(syst.)260

at
√
s = 7 TeV. The difference in the p/p ratio, 0.034±261

0.008(stat.), is significant because the systematic errors262

at both energies are fully correlated.263

Within statistical errors, the measured ratio R shows264

no dependence on transverse momentum (Fig. 3) or ra-265

pidity (data not shown). The ratio is also independent of266

momentum and rapidity for all generators in our accep-267

tance, with the exception of HIJING/B, which predicts268
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