Case Study Usage of the Production Grid for CDF and D0

Overview

The CDF and D0 experiments are particle physics experiments that have been collecting data since March 2000 and will continue to collect data at the rate of 1 pbyte per year through at least 2009.  The computing needs of both experiments exceed the resources of any one computing installation and hence the Grid is required to allow physicists to process data at various stages of analysis.

The case study presented here involves the usage of the Grid for production of Monte Carlo simulations, analysis of data by physicists, and reconstruction of particle physics events on the behalf of all physicists in the collaboration.  Additional requirements regarding permanent and temporary storage of results, validation of results, concatenation and file handling arise as these higher level applications of the Grid are considered.

Why the Grid is needed

The CDF experiment will require 50% of its computing outside of Fermilab by 2006.  This arises from a decision to increase its output writing rate from 80Hz to 360 Hz.  The table below shows the total CPU power required by year, the amount of non-FNAL (ie. GRID) computing needed, the expected speeds and the number of dual processors required.  This implies that about 7 sites with 100 dual processor machines will be needed.

	
	THz
	%offsite
	CPU Speed
	No. Duals

	FY04
	3.7
	25%
	3GHz
	150

	FY05
	9.0
	50%
	5GHz
	+360

	FY06
	16.5
	50%
	8GHz
	+220


Grid Design Needs

The computing model for the Tevatron experiments is that they

· Access Data from anywhere

· Can Submit from anywhere

· Have access to “interactive” tools such as ls, top, head, tail cat

· Can get their output to a scratch space or to their desktops

For summer 2004, the CDF experiments aims to allow the following operations on the Grid:

· User level Monte Carlo production with write to the Metadata catalog from a remote institution to a Fermilab storage location

· User level access to all data from any institution from Fermilab using full Grid data handling support.

This drives usage of the grid tools.  All CDF sites will use GridFTP as the site to site transfer protocol.  

The installation of CDF sites is done as follows

· A series of workshops where all site users, including 3 Asian and 4 European sites is being conducted every 3 months.

· The tools that are in a production state at the time of the workshop will be used. 

Grid tools used in the first phase of installation are restricted to GridFTP.  The job submission system uses CDF-specific software, dCAF[1], with significant GRID features.  It has restricted itself to using Fermilab Kerberos authentication.  This requires that all sites be registered with Fermilab and that they be part of the Fermilab realm. This restricts CDF to using computers fully owned by CDF and hence free to use the Kerberos authentication.  The data handling portion of the CDFGrid depends on SAM [2,3]. For June, 2004, it is anticipated that first deployment of the JIM [4-9] system will be available for CDF, following on the deployment of JIM for D0 in its Monte Carlo system.  The CDFGrid is defined therefore by its use of SAM for data handling, metadata storage, and cache management plus the dCAF job submission software, tightly linked with the Fermilab Kerberos authentication system.  The CDFGrid will evolve to usage of the JIM system for submission where dCAF may be used locally as one of the supported JIM back end batch systems.

In parallel, D0 site installation for Monte Carlo production is being pushed with a baseline of using the JIM plus SAM tools.

The JIM system illustrated in the figure below has been widely described in a number of publications. It is based on a Globus Gatekeeper using GSI authentication, Condor submitter and Condor matching service.  It uses the GRAM Job Scheduler and MDS-2 resource information.  Jim information management includes a configuration framework, a resource description for job brokering and infrastructure for monitoring.  An XML-based server has been developed in order to hold the site configuration, local to global job id mappings and other items.

A client site is used to submit jobs to SAMGrid.  Typically a remote server or workstation is used to send jobs to a submission site.  A submission site maintains a spool of jobs and acts as a client to the broker.  It periodically sends jobs to available resources at the execution site.  The execution site has a SAM station installed for data handling.   The Condor MMS was expanded for use by SAMGrid. A broker can query the SAM station to see how much data are already present .  The Globus toolkit is used for job transfer and monitoring.

The products that are used from the Grid are Globus Toolkit 2.0 repackaged within the UPS/UPD framework for product distribution to comply with the general Fermilab user environment for distribution of software.  The table below lists the packages used in UPS/UPD.

	All Sites
	Execution Site

	sam_gsi_config
	sam and sam_station

	sam_gridftp
	sam_batch_adapter

	globus_dh_client
	globus_rm_server

	Xmldb
	jim_jobmanager

	
	jim_sandbox

	Client Site
	jim_config

	jim-client
	jim_advertise

	
	cdfsoft2 (for CDF)

	
	

	Submission Site
	Monitoring Site

	jim_broker_client
	globus_is_server

	www_jim_sandbox
	globus_is_client

	
	jim_info_providers


Issues and Experiences

A number of issues have arisen in the deployment of the D0 Monte Carlo system.  The first problem is that D0 users have scripts with switches that describe the one of a few local Fermilab environments in which users may run and fetch files from hardwired disk locations to the user areas.  These scripts are job wrappers that D0 users submit to their batch jobs. These are not easily adapted to the Grid sandboxing environment.  The CDF system of using CAF already forces users to have all their files in a local directory that is tarred and then sent to the worker nodes on the CAF installations.  This makes adaptation to the Grid environment far easier for CDF users.  It has been extremely valuable to have a very limited system that introduces the user community to the features of Grid sandboxing.  However, it is still required that the CDF code be installed at remote sites before job submission.

GridFTP was modified to allow transfers as a non-gridftp user. Updating and maintaining the gridmap file has consumed at least 1 FTE in the SAMGrid project.  Changes in agreements on the authority to grant certificates interrupted deployment and testing while attention was turned to making sure that the sites that had been operational were still able to run.
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The UPS/UPD system has not fully packaged the Grid tools and are not running standalone.  Much effort has gone into the SAM distribution system to ensure that a standard configuration can be deployed with a simple init_sam script that takes the experiment and name of the sam station installation as its arguments. This has been very successful and in the SAM installation workshop for CDF, seven new sites were brought into operation with files being transferred within 2 hours.  Most of the time was spent typing the names of the new stations and their administrators into the database.

Conclusions

The CDF and D0 Run II experiments at the Tevatron at Fermilab are fully committed to using the Grid.  The users are being conditioned to work in an environment where they do not have uniform control over their resources and locations of files.  The Fermilab dCAF system plays a significant role both in providing early deployment of a Grid and providing a system that will look to the users much like the Grid. The SAM system is fundamental to both experiments for data handling, and Condor and the Globus Toolkit are being pulled in as part of the standard deployment of the software for the experiments.
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