
1. Proforma-1: GridPP1 Review

Section-A:  Identification

A1. PPARC Grant Numbers:

PPA/G/S/2000/00669 & PPA/G/S/2001/00026
A2. Institute: University of Glasgow
A3. Principal Investigator: 
Prof. Tony Doyle
Co-Investigators: 

Prof. David Saxon, Prof. Malcolm Atkinson (PPA/G/S/2001/00026)
A4. Post holder(s) and starting date(s): 
2000/00669 (1 FTE: 1/9/01-31/8/04) 

Gavin McCance (1/9/01-present)
2000/00026 (0.5 FTE: 1/9/01-29/2/04) 
Paul Millar (1/6/01-present) and 
Will Bell (1/11/01-30/6/03) 
These grants for 1.5FTE effort were augmented by the ScotGrid SHEFC JREI 151 grant.

A5. Current spine point:
Will Bell

  
Gavin McCance

Paul Millar

 
Section-B:  Past Achievements 
This report covers the period from September 2001 to December 2003 and incorporates input from Glasgow University funded by two PPARC grants as part of GridPP. The contributions of the UK to WP2 Grid Data Management were somewhat delayed from the EU DataGrid January 2001 start-up date. However manpower effort was reinforced by an external SHEFC grant to ensure that the UK’s input was fully met. In terms of outputs, the team has worked together on three major areas: metadata, data replication and optimisation. Each of these areas has been marked by significant development during this period and in each case a final product is available and fully integrated into the final EU DataGrid deliverables. Beyond this, these developments have been incorporated into the standards development processes of GGF and have been investigated as the basis of grid services by LHC and other particle physics experiments.
B1. 2.2.1 Deliver WP2 effort as contracted: Glasgow University were subcontracted to deliver the WP2 effort to DataGrid from PPARC as part of GridPP. 144.20% of contracted effort was reported including additional contributions from the SHEFC-funded ScotGrid Project. 
The following is a summary from the Work Package 2 Manager, Peter Kunszt from CERN:

The contribution to EDG WP2 by PPARC have been substantial.  In the organization and management of WP2, PPARC had a major role: Gavin McCance has been the deputy work package manager during the important last year of the project, as well as the second Architecture Task Force representative; Paul Millar was the Integration Team representative and the administrator of the WP2 CVS repository and of the UK leg of the WP2 testbed.


 WP2 has four core tasks: Replication, metadata management, data security and secure access, and data optimization. 


The data optimization task has been a research-oriented task which was very successful in contributing to this exciting field of research through numerous publications in renowned journals. All of these publications have been co-authored by PPARC staff. In addition, two e-science students have participated in this activity (David Cameron and Caitriana Nicholson). Their contributions have been invaluable to the success of this task.


The metadata management task has been led by PPARC for an extended period of the EDG project. Gavin McCance has represented EDG at many important meetings where EDG has been playing a pioneering role in this domain. The experience gained still makes PPARC one of the strongest players in this field.


The replication task is the most visible and largest task of WP2, from which the vast majority of services are being used in production in EDG, LCG and other grid projects. PPARC was involved in the design, development and support of most components, most notably the replica manager. PPARC has very solid expertise in all deployed replication services, i.e. the RLS, RMC and ROS. The replica subscription service was prototyped by PPARC, which, while it is not part of the final EDG testbed, might play an important role in future projects. PPARC has also provided extensive performance measurements and profiling of the final services which serves as an important basis for our understanding of the strengths and weaknesses of the EDG services and for future work in this domain.


In the security task of WP2, which has produced a secure layer to arbitrary grid services based on web service technology, PPARC has played an important role by providing a testing infrastructure and participating in the testing thereof.

Summary of quarterly reporting: There was a late start of approximately 9 months due to hiring, learning, and early effort going to WP3 on R-GMA.  With Gavin McCance moving full time to WP2, and Paul Millar and Will Bell arriving, effort ramped up very quickly. Subsequent additions to the team of David Cameron and Caitriana Nicholson increased effort further. Effort flattened out at around 10-11 Project Months per quarter with a small dip in Quarter 8 due to Will Bell’s effort being needed in teaching. A final fall in effort was due to the loss of Will Bell from the team (due to lack of funding, resulting in a move to the ATLAS project on a University Fellowship). 

D2.2 Detailed report on requirements, architectural design, and evaluation criteria: 
Gavin McCance was instrumental in the design and subsequent report of the SQLDatabase Service (Spitfire) and Service Index, and additional documentation in the D2.2 addendum. 
See 
https://edms.cern.ch/file/332390/1/datagrid-02-d2.2-0103-1_2.pdf
https://edms.cern.ch/file/374107/1.1/addendum.pdf
D2.3 Components and documentation for the first Project Release: Gavin McCance and Will Bell were two of the Spitfire component team of three who designed, implemented, documented and released the code.
See reference [15]


D2.4 Components and documentation for the second Project Release: Gavin McCance continued his strong contribution to the Web Services Spitfire release and the new Replica Manager components’ implementation, documentation and release. 
See references [13] and [11]

Will Bell and Paul Millar (as well as David Cameron) were key contributers to OptorSim, a simulator for modelling Datagrids specifically for studying file replication strategies. They undertook the design, implementation and simulation studies, in addition to the Replica Optimisation Service component of the Replica Manager. Gavin McCance, Will Bell and Paul Millar made significant contributions to the overall architecture, design, release, testing and documentation of the 2.0 replica management framework.
See reference [6]
D2.5 Components and documentation for the final Project Release: In recognition of the developments noted above, Gavin McCance was promoted to deputy Work Package Manager. He co-led the design and implementation of the Replica Manager. In addition to becoming the WP2 member of the EDG Integration Team, Paul Millar contributed to the improvement, development, and documentation of the OptorSim simulation tool. Both contributed to the release, testing and documentation of the version 2.1 software.

D2.6 Final evaluation report: As part of ongoing effort, Gavin McCance is writing the “future areas and open issues” section.  Gavin McCance, Paul Millar and David Cameron are deeply involved in the planning and testing of components. An evaluation of Optorsim functionality, design and implementation was contributed by Paul Millar, David Cameron, Caitriana Nicholson and others.
See https://edms.cern.ch/file/407063/1/finalDocumentationWP2.pdf 
B2. If applicable, which software have you designed, written or tested?

Gavin McCance (1/9/01 – present):
· Two months’ work on the design and implementation of the first R-GMA prototype. 
· Design, implementation, documentation and service running of the original GridPP grid status map. The map was subsequently improved by and the service handed over to Andrew McNab, leading the Testbed team.

· Substantial and ongoing design, implementation, documentation, testing, packaging, service deployment, and software support of the Spitfire web service and browser servlet.

· Design, implementation, documentation, testing, packaging, service deployment, and software support of the EDG Replica Manager.

· Testing, documentation and packaging of the Local Replica Catalog, Replica Metadata Catalog, Replica Optimisation Service and Replica Location Index.

· Design of Replica Subscription component for the Replica Management System. (The product was dropped due to time and manpower constraints in the European DataGrid project). Similar functionality is being examined for future projects, and this will serve as input to it.
Will Bell (1/11/01-30/6/03):

· Initial design and implementation of OptorSim together with Paul Millar.

· Development of OptorSim together with David Cameron to produce graphical displays of simulated grids.

· Development of OptorSim together with Caitriana Nicholson to incorporate underlying traffic.

· Initial design of the Ant RPM build structure for Data Management packages. This was then taken and modified by James Casey [CERN] into the final version.
· Unit tests and functional tests for Spitfire.

· Spitfire documentation and testing.

Paul Millar (1/6/01 - Present):

· Design, in collaboration with others from the WP2 Optimisation Team, of the Replica Optimisation Service framework. 
· Extending the initial design of OptorSim to cover the new framework, refining the software architecture and implementing these changes. 
· Design, implementation, testing and maintenance of Boxen: see http://lcfgng.ph.gla.ac.uk/Docs/. Boxen is a system that allows group-wide rapid testing of software on the WP2 mini-testbed (see below). This software uses CVS to store machine configuration allowing multiple people access to configuration, and LCFGng to rebuild machines on-demand. 
· PHP front-end script development for the GridPP status map and service running for the original map. 
B3. If applicable, which system management tasks or hardware support were you responsible for?

Gavin McCance: 

· System administrator for the CERN WP2 Mini Testbed while on long-term attachment to CERN. LRC, RMC, ROS, RLI, SE, Spitfire services, and Replica Manager client on the UI.
see http://edg-wp2.web.cern.ch/edg-wp2/wp2-testbed/WP2_list_machines.html#CERN .
Paul Millar: 

· System administrator for the Glasgow WP2 Mini Testbed test machines, consisting of a NIS and LCFGng server, SE+RLS, RLS+Spitfire, RMC, development and testing, UI and testing machines using Boxen.

see 
" 

http://www.scotgrid.ac.uk/resources/wp2/
· 
WP2 representative for the EDG integration team (ITEAM).  Primary contact for software problems on the application testbed.

· Backup System Administrator for ScotGRID, a prototype Tier-2 GridPP site.
B4. Which technical documents have you written or contributed to?

As members of WP2, 
Gavin McCance, Will Bell and Paul Millar have contributed to the release documentation of the 1.4, 2.0 and 2.1 software releases. 
This includes contributions to the User Guide, the Developer’s Guide and the Installation Guide for each of the major components: Replica Manager, Local Replica Catalog, Replica Location Index, Replica Optimisation Service, Replica Metadata Catalog and Spitfire. 
Release documentation of the latest components can be found through the WP2 release 2.1 page: 
http://cern.ch/edg-wp2/release2.1
Release documentation of version 2.0 can be found through the WP2 release 2.0 page: 
http://cern.ch/edg-wp2/edg-data-management-release-notes-2.0.html

· 
· 
· 
· 
· 
· 
B5. Please list the conference proceedings and papers you have published (see http://www.gridpp.ac.uk/papers). In cases where this is joint authorship, please note your contribution.


[1] Evaluating Scheduling and Replica Optimisation Strategies in OptorSim
D. G. Cameron, R. Carvajal-Schiaffino, A. P. Millar, C. Nicholson, K. Stockinger and F. Zini, 4th International Workshop on Grid Computing (Grid2003), Phoenix, Arizona, November 17, 2003. IEEE Computer Society Press. 

* This paper documents the current state of the art of OptorSim. Work on the writing and editing is shared between the 6 authors.
[2] EU DataGrid Data Management Services
D. Bosio, W. H. Bell, D. Cameron, G. McCance, A. P. Millar et al, UK e-Science All Hands Conference, Nottingham, September 2003. 

* This documents the current state of WP2. Work on the writing and editing is shared between the 26 authors.
[3] UK Grid Simulation Benchmarks with OptorSim
D. G. Cameron, R. Carvajal-Schiaffino, A. P. Millar, C. Nicholson, K. Stockinger and F. Zini, UK e-Science All Hands Conference, Nottingham, September 2003.
* This paper describes the direct application of OptorSim to the GridPP testbed and illustrates what is possible for GridPP2. Glasgow authors took the lead in writing this.
[4] Grid Database Service Specification
M. Antonioletti, M. Atkinson, A. Krause, S. Malaika, G. McCance, J. Magowan, N. W. Paton, G. Riccardi, Data Access and Integration Services Group Working Draft, Global Grid Forum 8, Seattle, USA, June 2003.
* This paper incorporates WP2 input in international Grid standardisation efforts for OGSI-based data access. Work on the writing and editing is shared between the 8 authors.

[5] Grid Data Management in Action: Experience in Running and Supporting Data Management Services in the EU DataGrid Project
A. P. Millar et al (7 authors), CHEP 2003, La Jolla, California, March 2003. 

* This paper emphasises the need to simplify options and recommend defaults at each site. Work on the writing and editing is shared between the 7 authors.
[6] Next-Generation EU DataGrid Data Management Services
D. Bosio, W. H. Bell, D. Cameron, G. McCance, A. P. Millar et al, CHEP 2003, La Jolla, California, March 2003. 

* The second generation design and implementation of data management services is described. Work on the writing and editing is shared between the 26 authors.
[7] Evaluation of an Economy-Based File Replication Strategy for a Data Grid
W. H. Bell, D. G. Cameron, R. Carvajal-Schiaffino, A. P. Millar, K. Stockinger, F. Zini, International Workshop on Agent based Cluster and Grid Computing, CCGrid 2003, Tokyo, Japan, May 2003, IEEE Computer Society Press.
· Implementation and testing of complex algorithms in OptorSim framework. CERN/Trieste authors took the lead in writing this.
[8] Grid Database Service Specification
A. Krause, S. Malaika, G. McCance, J. Magowan, N. Paton, G. Riccardi, GGF7, Feb 2003. 

* This paper incorporates WP2 input in international Grid standardisation efforts for OGSI-based data access. Work on the writing and editing is shared between the 8 authors.

[9] Simulation of Dynamic Grid Replication Strategies in OptorSim
W. H. Bell, D. G. Cameron, L. Capozza, A. Paul Millar, Kurt Stockinger, and Floriano Zini. In Proc. of the 3rd Int'l. IEEE Workshop on Grid Computing (Grid2002), Baltimore, USA, November 2002. (Springer Verlag, Lecture Notes in Computer Science). 

* This paper documents the first application of OptorSim to a simulated testbed. Work on the writing and editing is shared between the 6 authors.

[10] Grid Database Service Specification
A. Krause, S. Malaika, G. McCance, J. Magowan, N. Paton, G. Riccardi, GGF6, October 2002. 

* A starting point for OGSA development was established, defining generic data access standard and the first key ideas in the Global Grid Forum. Work on the writing and editing is shared between the 6 authors.

[11] Project Spitfire - Towards Grid Web Service Databases
W. H. Bell, D. Bosio, W. Hoschek, P. Kunszt, G. McCance, M. Silander, UK e-Science All Hands Conference, Sheffield, September 2002.
* A short summary of Spitfire in the context of the UK e-Science programme is documented.  Work on the writing and editing is shared between the 6 authors.

[12] Studying Dynamic Grid Optimisation Algorithms for File Replication
W. H. Bell, D. G. Cameron, R. Carvajal-Schiaffino, A. P. Millar, K. Stockinger, and F. Zini,       UK e-Science All Hands Conference, Sheffield, September 2002.
* A short summary of OptorSim in the context of the UK e-Science programme is documented.  Work on the writing and editing is shared between the 6 authors.
[13] Project Spitfire - Towards Grid Web Service Databases
W. H. Bell, D. Bosio, W. Hoschek, P. Kunszt, G. McCance, M. Silander, July 2002.



* A first version of Spitfire is described. Work on the writing and editing is shared between the   6 authors.


[14] Simulation of Dynamic Grid Replication Strategies in OptorSim
W. H. Bell, D. G. Cameron, L. Capozza, A. P. Millar, K. Stockinger, F. Zini, June 2002. 

* A first version of OptorSim is described. Work on the writing and editing is shared between the 6 authors.


[15] Grid Enabled Relational Database Middleware
W. Hoschek and G. McCance, GGF3, Frascati, Italy, October 2001. 

* This was a seminal paper in this area with many of the ideas outlined which are now being incorporated in experiments’ software. Work on the writing and editing is shared between the two authors.
In summary, 15 papers were written in a two-year period in the following areas: 


	Optimisation
	Metadata
	Replication
	Standards
	Deployment

	6
	3
	2
	3
	1


B6. Please list talks/demos/posters/web pages or other communication material.
External talks:
1. Metadata Management in the EU DataGrid
Gavin McCance, IST Metadata Management Workshop, University of London, 16 December 2003.
2. WP2: Data Management
Paul Millar, UK e-Science All Hands Conference, Nottingham University, 3 September 2003.
3. OptorSim: A Replica Optimisation Simulator for the EU DataGrid
Caitriana Nicholson, 2nd Meeting of UK e-Science EPSRC Pilot Projects, NeSC, Edinburgh,    30 January 2003. 

4. Data Centric Issues Panel: Particle Physics and Grid Data Management
Tony Doyle, UK e-Science All Hands Conference, Sheffield Hallam University, Sheffield,           3 September 2002. 

5. Project Spitfire: Towards Grid Web Service Databases
Will Bell, UK e-Science All Hands Conference, Sheffield Hallam University, 3 September 2002. 

6. Project Spitfire: Towards Grid Web Service Databases
Gavin McCance, GGF5 DAIS Working Group, Edinburgh, 22 July 2002. 

7. Dynamic Grid Optimisation (sxi) 
Paul Millar, TERENA Network Conference 2002, Limerick, Ireland, 5 June 2002. 

8. Spitfire Axis Architecture
Gavin McCance, CERN, 3 June 2002. 

9. Data Management
Gavin McCance, UK Grid Engineering Task Force, London, 28 May 2002. 

10. Data Management
Gavin McCance, AstroGrid, Glasgow, 2 May 2002. 
11. Experiences of the Grid
Gavin McCance, NeSC, Edinburgh, 24 October 2001.
Internal talks:

1. ATLAS MetaData – Tony Doyle and Gavin McCance, GridPP Applications, Birmingham,         18 October 2003.
2. 
3. Data Management - Paul Millar, GridPP8, Bristol, 22-23 September 2003.

4. Data Management Expert Panel - Gavin McCance, GridPP7, Oxford, 30 June-2 July 2003.
5. WP2 and GridPP UK simulation - Will Bell, GridPP6, Coseners House, 30-31 January 2003.
6. EDG tutorial: Future directions – Will Bell, NeSC, Edinburgh, 3 December 2002.
7. EDG tutorial: Data management – Gavin McCance, NeSC, Edinburgh, 3 December 2002.
8. WP2 Overview - Gavin McCance, GridPP5, Imperial College, 16-17 September 2002.
9. Spitfire, Optor and GDMP3 - Gavin McCance, GridPP4, Manchester, 9-10 May 2002.
10. WP2: Data Management - Gavin McCance, GridPP Tutorial, RAL, 31 January 2002. 

11. Grid data management - Will Bell, GridPP3, Edinburgh, 5-6 November 2001.
12. Grid Data Management - Gavin McCance, GridPP2, Edinburgh, 5-6 November 2001.
13. Grid Data Management – Tony Doyle, DataGrid-UK Meeting, Coseners House, 21 March 2001
Demos:

· The Replica Location Service demo included the WP2 mini-dev-testbed (see http://www.scotgrid.ac.uk/resources/wp2/) and was demonstrated at SC2002. Glasgow was one of 10 sites in a successful demonstration of the RLS across 3 continents. 
· http://www.gridpp.ac.uk/demos/optorsimapplet/ The applet is available from the GridPP website to demonstrate some of the principles of optor applied to the GridPP testbed. 
· This was derived from a more detailed Java version of the demo used at various events: 
i. NeSC opening in Edinburgh (Will Bell and David Cameron)
ii. TERENA Network Conference in Limerick (Paul Millar)
iii. EPSRC Pilot Projects, NeSC, Edinburgh (Caitriana Nicholson)
iv. All Hands Meeting 2003, Nottingham (Paul Millar)
· 
Posters:

· (ppt) 2/9/03 OptorSim poster presented at UK e-Science All Hands Conference, Nottingham. 

· (ppt) 3/9/02 OptorSim poster presented at UK e-Science All Hands Conference, Sheffield 

· (ppt) 6/6/02 Poster presented to PPARC Science Committee, Glasgow 

· (ppt) 25/4/02 ScotGrid poster from National e-Science Centre Opening, Edinburgh 

· (ppt) (pdf) 25/4/02 Dynamic Grid Optimisation at National e-Science Centre Opening, Edinburgh 
· The latest versions are also stored at http://www.gridpp.ac.uk/posters/OptorSim_AH2003.ppt http://www.gridpp.ac.uk/posters/optorsim_nesc_poster_0103.ppt 
Web Pages:

http://www.gridpp.ac.uk/datamanagement/  
http://www.scotgrid.ac.uk/ - Software
http://edg-wp2.web.cern.ch/edg-wp2/
http://edg-wp2.web.cern.ch/edg-wp2/optimization/optorsim.html
In summary, 23 presentations were made covering many aspects of grid data management and informing GridPP and the UK e-Science community of developments in these areas during the last three years. We participated in the first worldwide demonstration of the Replica Location Service and have developed and presented our work on optimisation via poster presentations. The work is fully documented on the web and all code is available via the WP2 CVS repositories. 
B7. Are there other contributions that you would like to record? e.g. external roles, user support. Please briefly describe the work and why it has benefited GridPP.
	Name
	Organisation 
	Role
	Period

	G. McCance
	DataGrid
	Deputy Manager of WP2 Grid Data Management. 
	1/2/03- present

	G. McCance
	DataGrid
	WP2 Member of Architecture Task Force 
	1/2/03- present

	G. McCance
	GridPP
	Technical Board Member for Grid Data Management 
	1/9/01- present

	G. McCance
	ScotGrid
	Member of Technical Board
	1/6/01- present

	A. P. Millar
	DataGrid
	WP2 Member of Integration Team
	1/11/02- present

	A. P. Millar
	DataGrid
	WP2 Quality Assurance Representative
	1/6/03- present

	A. P. Millar
	ScotGrid
	Member of Technical Board
	1/6/01- present

	A. T. Doyle
	GridPP
	Project Leader
	1/9/01-present

	A. T. Doyle
	DataGrid
	Deputy UK Representative on Project Management Board
	1/9/01-present

	A. T. Doyle
	e-Science
	Member of eDIKT Scientific Advisory Board
	28/1/03-present

	A. T. Doyle
	e-Science
	Member of JISC Committee for Support of Research
	11/3/02-present

	A. T. Doyle
	e-Science
	Member of NeSC Executive Board
	1/9/02- present

	A. T. Doyle
	InterGrid
	Member of HENP InterGrid Collaboration Board 
	9/1/02-present

	A. T. Doyle
	LCG
	Member of LCG Project Execution Board 
	6/9/02-present

	A. T. Doyle
	ScotGrid
	Co-Director 
	1/6/01- present



In his role as Deputy Manager, Gavin McCance sets internal deadlines, organises meetings (internal WP2 and joint WP2-WP5) and workshops, and participates in the EDG Work Package Managers meetings. As GridPP Technical Board Member for Grid Data Management he collates quarterly reports and participates in technical discussions. 
As 
WP2 Member of Integration Team, Paul Millar participates in weekly integration meetings and assists in debugging of Grid-wide problems. Deployment of bug fixes is tracked as part of the Quality Assurance role. Within the ScotGrid Technical Board local architectural and implementation issues are discussed. 
The management roles on GridPP, e-Science, DataGrid and LCG enable Tony Doyle to brief the Grid Data Management Team of relevant external developments at the Glasgow weekly meetings. 

Beyond the above direct contributions to grid data management development, there are four areas which bring benefit to the overall GridPP goal to establish a production grid in the longer term:

ScotGrid: The ScotGrid Compute Farm was set up in 2002 and provides a model for Tier-2 operations, having contributed directly to ATLAS and LHCb data challenges and been integrated to the EU DataGrid, SAM and UK e-Science Grid systems. The system manager is David Martin who has managed the system in an exemplary manner (funded by the PPE rolling grant throughout this period). Paul Millar acted as deputy system manager. The system has provided more than 750,000 CPU hours from June 2002 to December 2003 for ~100 users supporting a wide range of applications (ATLAS, LHCb, BaBar, CDF via SAM-Grid, Grid Data Management OptorSim simulations, Bioinformatics, ZEUS, Medipix, Information Retrieval, Device Modelling and MICE). In addition to his OptorSim code and WP2 test suite development work, David Cameron is webmaster for ScotGrid providing an online web-based monitoring and accounting system. Caitriana Nicholson’s work on underlying network traffic was aided by Ian Skillicorn and Alan Flavell, who also set up a network monitoring system between the Edinburgh and Glasgow sites.
Training: Will Bell contributed significantly to the OptorSim and Spitfire code bases and was able to guide our e-Science students: his Graduate C++ Course as well as an associated course in Basic Shell Programming are available from the web and provide a good starting point for e-Science graduates prior to the PPARC-supported training programmes.
Standards: Throughout the GridPP1 project the Glasgow team working on Grid Data Management has maintained involvement in the Database Access and Integration Services Working Group of the Global Grid Forum ensuring that the massive file use-case and the HEP specific meta-data use-cases influenced the development of the data access standards being defined there.
Data analysis: Morag Burgon-Lyon’s work on CDF integration enabled ScotGrid to be used via SAM-Grid’s JIM tools. Stan Thompson’s work in setting up the CDF system was essential here. Stan Thompson also aided John Kennedy in testing the ATLAS installation tools and used these to set up a production system for the ATLAS data challenge. Similarly Andrew Pickford set up the LHCb software locally to enable ScotGrid to participate in the LHCb data challenge, contributing 8% of the events produced worldwide. Lecturers Rick St Denis, Chris Parkes and Paul Soler have all worked directly on e-Science projects to enable data analysis to be performed efficiently for CDF and LHCb, with Rick St Denis taking a leading role on SAM. There is therefore a significant shared knowledge base on which to build Grid Data Management tools that can be effectively deployed for the experiments. 
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