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1. a brief (1-2 pages) overview of the work you envisage in the GridPP2 period including any connection to work done in GridPP1;

2. explicitly defined deliverables, including dates, for the GridPP2 period;

This should be based on the input you gave to the GridPP2 proposal but you have the freedom to change plans at this point. The granularity of these deliverables should be roughly one or two every 6 months per FTE of effort

3. if applicable, the proposed arrangements for leading the area and meeting the deliverables agreed between a consortium of institutes. 

Notes and comments

Questions: How many sites do we have SAM-Jim actually running jobs at?

Wisconsen, Manchester, Imperial, In2p3

This section is not part of the ProForma which begins on the next page. It is for editorial comments etc while editing the document.

Removed:

In 1997 Fermilab realised that the quantities of data that would be produced by the Tevatron experiments during Run II, along with a similar amount of Monte Carlo simulated data, would be such that a distributed computing model would have to be adopted. Thus a joint project between DØ and Fermilab Computing Division called Sequential Access to data via Metadata (SAM) was started.  By 2000 SAM was operating as an effective data grid, allowing access to the data for collaborators worldwide.
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 : Future Plans of the DØ Experiment

The DØ experiment requires work to be carried out in two specific areas to continue its development as a Grid based experiment. These are

1. The continued enhancement of the SAM Grid
.

2. The continued integration of DØ production and user code with Grid Architectures. 

The DØ UK groups, in particular, the posts funded by GridPP, have played a central role in the development of SAM into a fully functional computational Grid. In November 2002 DØ (and CDF) successfully demonstrated a prototype SAM Grid with basic functionality, and we are in the process of implementing our first production version of the SAM Grid at four sites, as a step towards our goal of establishing SAM-Grid as a fully-fledged computational Grid.

The posts funded by GridPP made vital contributions to this success. DØ UK carried out the successful integration into SAM of GridFTP as the standard file transfer protocol and is spearheading the effort to migrate from Unix user identification to the use of grid certificates. We are now leading the development of a specific DØ grid tool mc_runjob (to be renamed dørunjob) to act as the standard interface for production (Monte Carlo and data reconstruction) on the Grid.

Over the next three years the SAM Grid project will continue to develop and we will implement improvements to provide a robust SAM-based grid service for DØ, used by all collaborators in a transparent manner. Steady improvements must be made to accept Grid CAs, to provide more monitoring, and to deal with issues of scaling as the number of users/processes increases steadily. Monte Carlo Production within the UK will start running on the Grid using the mc_runjob product as the Grid interface. 

The DØ computing plan calls for a substantial amount of data reprocessing to be carried out away from Fermilab. The reprocessing of DØ data will be needed for a number of reasons, for example, to benefit from improvements to the reconstruction code/calibrations and to run special versions of the reconstruction for specific physics analyses (such as CP violation studies). The capabilities of the runjob package have been expanded to act as the interface for all data reprocessing
 as well as generic user jobs making it the standard interface to the Grid for all DØ users. The UK is leading this effort.

The DØ experiment is developing regional analysis centres, which will provide analysis resources open to the whole collaboration, and software support for the local region. Jobs will be submitted to these centres using Grid tools. It is expected that runjob will provide the default interface. 

The SAM/DØ program involves several collaborators. SAM is now being used by the CDF collaboration as a solution to its data handling problems.  SAM works with PPDG, the FNAL computing group, and the Condor team to continue to develop its facilities and make them compatible with other products, and able to benefit from improvements and added features as they are introduced.

The runjob software, which was developed at DØ, is now the standard MC production tool for the CMS collaboration, and is in the process of being adopted by the CDF experiment. This work now supports an even larger user community. A project to integrate and merge the experiment specific versions as much as possible has commenced at FNAL. 

There is a need to continue the development of SAM core functionality and services to meet the changing needs of the collaboration, and address interoperability with LCG. It is also essential to maintain runjob for the DØ collaboration, extend its functionality to support data processing, user analyses and any additional products required over the duration of the experiment, and to extend its usefulness by integration with the CMS version.
Deliverables

The DØ experiment requires 2FTE’s to complete the following body of work. These deliverables are divided into two categories. The first is for continuing the development of the SAM grid project and the second is the continued support of the runjob project and DØ software support.

SAM-Grid Deliverables:
2005-Q2: The completion of a robust SAM-based grid service for DØ for data processing, and user analysis.

2005-Q3: 

2006-Q2: 

2006-Q4: Interoperability between SAM and LCG.

2007-Q2: 

2007-Q4: Interoperability between SAM_Grid and any other standard Grids in common usage (The exact list to be determined in consultation with 


Runjob Deliverables:

This post will have continuing responsibilities over the duration of the post to implement and support the operations of a fully function RAC within the UK. The performance of this aspect of the responsibility will be monitored by the production of a quarterly report stating the following performance metrics: Number of MC events produced; Number of reprocessed events; Data Flow; Available Software Releases; Providing ongoing user support for the runjob product for all DØ users.
2005-Q1: Implementation of a fully function RAC within the UK.

2005-Q3: Runjob as a web/grid service providing full job control and monitoring for user jobs.

2006-Q2: Evolving runjob to work seamlessly with various Grid deployments (What is an appropriate deliverable here)

2006-Q4: Do we need an additional one here
2007-Q2: Introduce check-pointing capability for DØ software. 

2007-Q4:

-  evolving D0 workload management to work seamlessly with various Grid

    deployments, including helping SAMGrid evolve in this direction

-  evolving existing request systems to a single grid-aware request 

    system 

-  helping evolve SAMGrid to full Grid-standard authentication mechanisms

-  helping evolve D0 production operations to work with Grid-aware 

      monitoring and accounting systems

-  participating in the Grid middleware support operations model for D0

One person, working full-time from April 2004, will:
· Monitor the operation of all computing facilities to ensure a maximum reduction to our payable common fund contribution. This is the major deliverable for this post. 

· Install and maintain the full DØ code infrastructure at all computing sites in the UK. This will involve, 

· Updating code releases on a weekly basis.

· Developing tools to automate the installation of the required software.

· Install and maintain any additional Grid software required by SAM (that is not supported in the LCG package).
· Be responsible for the submission of all official DØ Monte Carlo and reprocessing jobs to the UK RAC.

Work on the DØ run time environment, once the RAC is running smoothly. This environment will allow any DØ executable to be run on any Linux installation, without requiring the installation of a complete suite of DØ software.

Management Structure

UKDØ will setup a management board to administer posts awarded under the e-Science framework. This board will be composed of one representative from each of the three universities. The board will be responsible for directing the work carried out by the people filling the application posts. The progress towards meeting the deliverables will be monitored by the submission of quarterly reports to the management board. Any changes to the deliverables will be carried out in consultation with the management board and DØ management. 

� SAM DØ Homepage: � HYPERLINK "http://www-d0.fnal.gov/computing/sam/sam-v2.html" ��http://www-d0.fnal.gov/computing/sam/sam-v2.html�


� � HYPERLINK "http://www-d0.fnal.gov/computing/reprocessing/" ��http://www-d0.fnal.gov/computing/reprocessing/�






