
Introduction

The following document contains Proforma-3 responses from Glasgow University to the GridPP2 Internal Tender to provide Grid Data Management software and apply this expertise to ATLAS requirements.  The descriptions are in response to the following deliverables described in Proforma-2:
1. Data and Storage Management Workplan: 1. Metadata

2. ATLAS Grid Application Requirements: B2. Distributed Metadata Deliverables
3. Data and Storage Management Workplan: 4. Grid Optimisation
These responses are linked to two other Proforma-3 documents provided separately:

· CDF Future Plans – The Seamless Use of SAMGrid within PPDG and EGEE
· Data and Storage Management Tier-2 Support (as part of the ScotGrid response).
Proforma-3: Generic Distributed Metadata Services

1. a list of main objectives;

a. Development of Grid technologies within a service-focussed architecture (such as OGSA) for use in metadata based applications for the experiments;

b. Delivery of fault-tolerant, reliable and manageable software for this purpose. The emphasis from the beginning will be upon developing services that meet the requirements of the experiments;

c. Use of this technology for the enabling of existing experiments’ metadata based products in line with the Metadata Catalog service described in the ARDA document (from LCG SC2 RTAG11);

d. Participation in the Grid Forum data areas to ensure that particle physics is in a position to benefit from developments here. Promising developments will influence the design of the metadata services and we will feed back our requirements and experience into these forums.
2. a short abstract (as in the PPARC JES form);

This work will involve Grid-enabling the experiments’ metadata based products via the MetaData Catalog Service described in the Architectural Roadmap for Distributed Analysis, ARDA.  We propose to contribute to the development of secure Web/Grid services based upon our experience with Spitfire, providing fully documented and supported client side bindings (libraries) for C, C++ and Java.
3. the name of the principal investigator and co-investigators;

Principal Investigator: Prof. Tony Doyle; 
Co-Investigator: Prof. David Saxon

4. the deliverables to be undertaken;

Introduction

This work will involve Grid-enabling the experiments’ metadata based products, in line with the MetaData Catalog Service described in the Architectural Roadmap for Distributed Analysis ARDA document (output of the LCG SC2 RTAG11). The work will focus upon the integration of Grid software technology solutions (such as those used in Spitfire) into a stateful service-oriented framework (such as OGSA and that defined by the GGF DAIS standard), with the overall aim of Grid enabling the experiments’ own metadata based applications; this will build upon our proven expertise in this area developed during GridPP1. Our work will require continued participation in the Grid Forum Data Area.

The current version of Spitfire consists of 5,000 lines of server and client code linked to 30,000 lines of Java security code, with all major components tested via a unit and functional test suite that can be run during the build process. In line with our activities in GridPP1, the reliability, manageability and fault tolerance of the software will be the primary aim of the work. The software will be integrated into the overall data management architecture being defined by the LCG and EGEE teams. We will build upon our proven working relationship with these teams developed during the EDG and GridPP1 projects.

The possibility of using Oracle-streams based replication to ensure high service availability and fault tolerance will be examined in collaboration with the UK Tier-1 and Tier-2 support teams and the CERN IT database group, with whom we have developed contacts during long term attachments of our current team members to CERN IT.

We propose to develop the stateful Grid service side of the products in enterprise Java. The service APIs will be exposed as secure Web/Grid services (using WSDL and SOAP), permitting the clients to be generated in a variety of languages; we will provide client side bindings (libraries) for at least C, C++, and Java. The choice of enterprise Java for the language allows the adoption of professional software development tools and methodologies and permits deployment of the service in a variety of high-availability, scalable containers; we will support the Oracle 9iAS/10g container which provides scalable clustered service deployment in order to ensure maximum service availability and aid manageability. Application deployment in the Tomcat4 container will also be supported for services that have less strict availability requirements.
1. PM1 – Architecture and Planning Report.
We will provide a report describing the relationship of the metadata work area to the release 1 architectures and plans defined by the LCG and EGEE projects. This will be a placement exercise to refine the scope of the work in terms of the overall software development architectures defined by these projects. Glasgow is well placed to provide a smooth transition for this work, since the data management group of GridPP will be providing input to the initial architectural description of the EGEE project.

2. PM2 – Identification of Experiment Metadata Products (level 1 and level 2 deliverable)
We will exploit our relationships with the LCG experiments (in particular with the ATLAS and LHCb groups) and with the US experiments (in particular with the CDF SAM/JIM team) to examine what existing metadata products and technologies are in use that could be leveraged in this work. We will also examine the work of the OGSA-DAI group. The primary aim is to identify how and why existing technologies are being used in these experiments.

3. PM2 – Understanding of the Experiment Metadata Requirements (level 2) 
As part of the previous deliverable, we will evaluate the experiments meta-data requirements; the majority of the requirements work is available in the new HEPCAL documents. We will develop a list of requirements that should be further discussed or clarified. We will also seek to identify key experiment metadata based applications that can benefit from our Grid technology work.
4. PM3 – Design of Grid Services (Release 1)
Using the requirements, constraints and overall framework laid out in the EGEE and LCG architecture we will design the application metadata services to be delivered for release 1; this work will be integrated with the overall EGEE and LCG developments. The prototype product developed will ideally be based upon one of the existing experiment products identified in PM2. However, we will ensure that our work is focussed upon the development of generic technology that can be applied to any metadata solution; our experience from GridPP1 has given is a understanding of the distinction between a particular product (with its own specific API for use in one experiment) and the generic technology developments used in it which can be deployed for multiple applications. The design shall make clear this distinction.
5. PM7 – Software and Associated Documentation (Release 1)
We will deliver to the LCG release 1 of the metadata product. The code will be delivered in the official repository (we currently maintain the EDG WP2 CVS repository at Glasgow – in future our code repository will either be based at Glasgow and mirrored to the official LCG/EGEE repository or we will use the LCG/EGEE repository itself). The code will also be fully integrated into an autobuild system, with a minimum frequency of twice daily builds (our experience is that continuous autobuilding is the best option). Quality, reliability and maintainability of the code will be the primary focus and the Glasgow team has proven experience here. We will ensure that the code has at least 60% unit and functional test coverage and that all the required functionality has been verified by the LCG and EGEE testing teams.   We will provide automatic API documentation (generated from the code itself) and full release documentation, comprising release notes, installation guide, user guide and API developer’s guide.
6. PM9 – LCG TDR Review
We will participate in the review of our software by the LCG and will work with that team to ensure that the feedback from the review is used as input for the next release of the software.
7. PM10 – Tier 1 and 2 Support Report
Throughout the first year we will work on developing links and feedback mechanisms with the Tier-1 and Tier-2 support infrastructures to ensure that our metadata software components have sufficient first-line support and that we have strong feedback channels to and from the users. Based on our close working relationship with the EGEE and LCG teams, we will also provide expert assistance to the Tier-1 and Tier-2 support posts to help them develop support plans for the other data management components (i.e. those being developed elsewhere within the EGEE project). The Glasgow development team has considerable experience in providing software support of this sort, having provided support for the Replica Management components of EDG. This initial report (written jointly with the support post holders) will describe the current status of this work and will identify areas that require further improvement.
8. PM10 – External Project Integration Report (Confidential)
We will provide a short document discussing our relationship to the EGEE and LCG projects and how well our software is being integrated with these projects. Any deficiencies will be highlighted, together with a plan upon how to improve.
9. PM11 – Detailed Metadata Requirements Report (level 2 deliverable)
As a result of feedback from our experiment groups concerning release 1 of the metadata product, we will provide a more detailed report describing the requirements of the experiments’ metadata applications and our plans to use Grid technology to meet them.

10. PM11 – Architecture and Planning Report (Release 2)
We will define the architecture and future planning for the next software release of the metadata product to meet the requirements identified. This will form part of the EGEE architecture and will discuss in detail how our metadata components relate to the other Grid components.

11. PM12 – Design and Refactor of Grid Services (Release 2) 
We will design the next release of the metadata product taking into account feedback from deployment and evolution of associated standards.

12. PM16 – Software and Associated Documentation (Release 2) 
We will provide release 2 of the software to LCG for deployment (with the same requirements as release 1).
13. PM21 – Tier 1 and Tier 2 Support Plan
This will consist of a more detailed report, describing the current status of the Tier-1 and Tier-2 support for the delivered software, and will be written jointly with the Tier-1 and Tier-2 support post-holders. The bulk of the report will be a plan to ensure the long-term support mechanisms of the metadata applications. Based on our close working relationship with the EGEE and LCG teams, we will continue to provide expert assistance to the Tier-1 and Tier-2 support posts to help them develop appropriate support plans for the other data management components (i.e. those being developed elsewhere within the EGEE project).
14. PM23 – Architecture and Planning Report
We will develop the final architecture and plans for release 3 of the LCG project (and EGEE, if it is funded past 2 years). This will form part of the LCG architecture and will discuss in detail how our metadata components relate to the other Grid components.
15. PM24 – External Project Integration Report (Confidential)
This short report will discuss the relationship and integration of the project work to the LCG project (and EGEE, if funded). It will be based upon the experience of release 2. Any outstanding issues and their proposed solutions will be discussed.
16. PM 26 - Design and Refactor of Grid Services (Release 3).
We will design the final release of the metadata product taking into account feedback from deployment of release 2 and the evolution of associated standards.

17. PM 32 – Software and Associated Documentation (Release 3)
Release 3 of the software available for deployment (same requirements as release 1 and 2).

18. PM 36 – Final Report
We will write a final report of our work on metadata, describing what was delivered and the support mechanism we have helped develop for it. We will have a draft of this report circulating in PM 34.

5. name of identified individual, where applicable.

We have a candidate with the required software developer skills in Gavin McCance. He is currently leading the Grid Data Management group of GridPP at Glasgow, and is the deputy work package manager for WP2 (data management) within the EDG project.

6. If this is a proposed continuation of post, and with reference to the deliverables defined by the relevant group in Proforma-2, please describe the particular skills that the present postholder brings to the task.

Gavin McCance has been involved in the full life-cycle of the various replica management products developed by WP2 and GridPP, including the replica manager and Spitfire product. He has a thorough understanding of the Grid Services technology necessary for the successful application of this technology to the experiments’ metadata needs. He has substantial experience of the software development methodologies necessary to develop and support manageable and high quality software products. Through GridPP and EDG he has the required experience to manage a software development team; if successful, we propose that the Glasgow development team would be managed by Gavin McCance.
Proforma-3: ATLAS Distributed Metadata Services

1. a list of main objectives;

a. Gain a conceptual understanding of the existing ATLAS metadata structures and the ATLAS specific use-cases that drive them.

b. Develop, with reference to the use-cases and interactions with other ATLAS developers, the metadata necessary to support the navigational use-cases. Both the schema itself and the optimal location of the metadata require study.

c. Understand the analysis use-cases and optimise the event to file granularity for different types of analysis data (ESD, AOD, TAG) depending upon the use-case. Develop automated ways to monitor the best granularity of event data based on analysis access patterns.

d. Implement fully working and documented solutions, working with the ATLAS team to ensure that the developments here are fully integrated with the rest of the ATLAS software, in particular, with the ATLAS Metadata Infrastructure (AMI) product. 
2. a short abstract (as in the PPARC JES form);

The ATLAS Metadata Infrastructure (AMI) will be extended into the web services framework to build up a distributed database that will fulfil the global analysis needs of the experiment by application of the technology developed for Spitfire, a generic metadata-access product. The work will focus on establishing navigational links between RAW, AOD, ESD and TAG data. This metadata will be made accessible to physicists via GANGA, the joint ATLAS-LHCb user interface.
3. the name of the principal investigator and co-investigators;

Principal Investigator: Prof. Tony Doyle;   Co-Investigators: Prof. David Saxon, Dr. Rick St Denis
Recognised Researcher: Dr. Gavin McCance

4. the deliverables to be undertaken;

Introduction

The role of distributed metadata services is essential to ATLAS, but new within ATLAS-UK. Various reviews of web services based metadata functionality have pointed towards Spitfire as a generic metadata system meeting the requirements of many experiments (including non-HEP). 
Adopting the same technologies as used in the Spitfire development, we plan to identify minimum metadata requirements and provide a limited subset of possible functionality necessary to enable distributed analysis within the existing ATLAS analysis framework, consistent with ARDA.
The Spitfire product is a very thin Grid service layer on top of a Relational Database Management System (tested with Oracle 9i and MySQL) that provides secure access to the underlying data. The technology used is Web Services (currently deployed using Oracle 9 Application Server and Jakarta Tomcat) with SOAP-based remote procedure call (RPC) using Apache Axis, to provide user-definable database operations. It is designed to give easy and secure Grid-enabled access to metadata. The technology from Spitfire makes use of the security modules from EDG developed alongside Spitfire and the replica catalogues that enable full GSI authentication and configurable authorisation policies. 
A short evaluation report by the AMI development team has identified the web services technologies used in Spitfire and the associated security modules as providing the required functionality from their perspective. We plan to work with the AMI team to ensure that this technology is deployed within AMI before GridPP2 formally starts in September 2004.

The team will build upon the proven close links with EDG and EGEE development teams at CERN. We will ensure we work closely with the generic metadata access development post holder of GridPP2 (our Proforma-3 response for this post is described above), to ensure that the generic developments there are fully integrated with Atlas software. A talk providing the background to the proposed development and first ideas for implementation has been presented to ATLAS-UK. 

1. 3 months:  web services based interface of AMI (to be started before PM0)
We propose to utilise the technologies and experience developed from our existing product Spitfire, developed by Gavin McCance, Will Bill et al to provide a web services based interface to the AMI product in collaboration with the existing AMI development team. Most of this technology has already been successfully deployed for the European DataGrid (EDG) Replica Catalogue services in our collaboration with the EDG data management team (WP2) and CERN IT Database group.
In addition, we will evaluate 
Chimera, developed in the US and applied to CMS for Monte Carlo analysis. Chimera contains the mechanism to locate the "recipe" to produce a given logical file, in the form of an abstract program execution graph. This provides a generic analysis framework for building upon the required data navigation functionality but does not currently consider data replication issues. (It plans to build upon an alternative Metadata Catalogue Service (MCS) linked to the Globus RLS. The MCS is currently introducing support for authorisation, according to the OGSA-DAI standard). This area would be evaluated in advance of the formal start of the proposed project. 

The AMI product will benefit from the integration of this technology in two ways: (i) 
the improved use of Grid technologies will enhance its functionality and deliver future flexibility, permitting the easy adoption of OGSI-based technologies where necessary;
 (ii) 
the use of this industry standard technology will allow AMI to be deployed on a high-availability enterprise environment such as a clustered Oracle Application Server that will substantially increases the robustness and scalability of the service. AMI will be in a position to exploit distributed and replicated database architectures being proposed in the CERN IT database group for Oracle 9i/10g. 
2. 6 months:  release of benchmarking suite for web services interface to AMI; prototype GANGA interface for reading.
An initial benchmark suite, developed by David Cameron, and a series of initial benchmark tests have been performed as part of the WP2 final evaluation report. In the case of Spitfire services, four clients libraries (C, C++, Java and a Command Line Interface) have been compared. The tests have identified performance bottlenecks in the current system, quantified the inevitable overhead as a result of introducing security, and measured the overall scalability and robustness of the running services. We plan to extend these tests to the AMI service, in particular, ensuring that the adopted technologies do not degrade the performance of the service unduly.









PyAMI, a prototype GANGA compliant interface has been designed and developed by Alvin Tan (Birmingham) and implemented as a generic Python wrapper around AMI which can interface to GANGA. We plan to utilise and test this as the basis of the User Interface before February 2005. The adoption of web services will ease any subsequent upgrades required by ATLAS to the AMI interface due to the easy auto-generation of web services based client libraries.
3. 9 months:  Evaluation of initial web services interface to AMI for TDR using benchmarking suite; proposal for schema extensions for provenance and links.
The evaluation will take the metadata functionality requirements for the TDR and will test the suitability of the AMI service design for this purpose. The performance requirements for the TDR will be tested against the current AMI service using the benchmarking suite. Scalability improvements required will be able to be delivered by deploying AMI in a higher availability clustered environment. This service improvement work will be carried out with the GridPP2 metadata development team, the EGEE development team and with CERN IT database group.
The main extensions required to the AMI schema are to provide the necessary metadata to navigate through the RAW, ESD, AOD and TAG data to permit closer examination of specific events. 
We believe this to be a generic problem and would propose to develop through LCG and the ARDA framework for particle physics and in the context of the GGF in order to develop wider standards for data navigation.
There is significant overlap in terms of core functionality with the requirements of all experiments. In particular the early deliverables 1,2 and 3 defined here are generic and work performed at this stage could be reviewed and applied directly in the context of LHCb.
4. 12 months: enable access to DC3 data; TDR-compliant release and documentation.
The AMI service will be deployed to permit access to DC3 data. This process will focus upon service availability and scalability requirements, since we envisage the primary functionality to have been delivered by this stage. The TDR-compliant release will be delivered will full documentation (release notes, installation, user and developer’s guide), full unit and functionality tests and documented source code. At this stage an evaluation of the current data hierarchy employed by ATLAS will be made prior to establishing a mechanism for users to extend the TAG database.
5. 15 months: document of extensions for user metadata writing capability.

A given user within an analysis group may wish to extend the TAG database to provide a particularly efficient selection for a given subset of data. The TAG database therefore needs to be extensible, and the requirements for this extensibility will be examined. Factorisable authorisation modules currently built into Spitfire and the WP2 replica management tools will need to be integrated within ATLAS to control the members of a given analysis team who are allowed to write into the metadata databases. A set of standards for extending the TAG database will be developed, with the ability for other users to adopt and test a given selection without impacting upon users of the current production system.

6. 18 months: re-evaluation of AMI from DC3.

We will take full part in DC3 and will analyse the performance of the AMI products w.r.t. e.g. the measured data access patterns from the data challenge. This will enable us to optimise the mapping of file partitions (containing part of a logical dataset) from each of the data hierarchy stages. These analysis patterns have previously been used to inform the development of Optor and used as input to OptorSim. We therefore see considerable benefit in providing a thorough pattern analysis and will code the product accordingly. The initial ides for this optimisation can be found in a recent talk.
7. 21 months: user metadata writing capability code and user documentation in commissioning run.

The next release of the AMI metadata product code, as per the previous release, documentation and functional code testing will be developed in parallel with the code components. The user guide (including metadata write functionality), the developer’s guide and the installation guide will be updated to reflect the new capabilities of the service. We will interface to the optimisation work of the GridPP2 middleware develop team (our Proforma-3 response for this post is described below) to ensure that optimisation developed there will benefit this work.


8. 24 months: prototype distributed metadata service with GANGA interface, delivery middleware, and web services interface
This will be the full prototype service using the product delivered in month 21. This will require our continued close involvement with GridPP2 and EGEE middleware development teams and the CERN IT Database group to ensure that the new product is deployed as a full scale production service. The focus here will be to use the knowledge gained in DC3 to optimise the service code and its deployment for ATLAS.
9. 27 months: Evaluation of ATLAS metadata services in commissioning run/DC4.
We will take full part in DC4 and further analyse the performance of the AMI service. The lessons learned here will feedback into the production release of the service.
10. 30 months: production release
This deliverable denotes the target date for the full production release of the AMI metadata services with the final deployment architectures.
1. 11. 36 months: revised production release incorporating user feedback and updated documentation
Final production code release and any fine-tuning to the deployment architecture based upon user feedback. In particular, we will understand and fully document the process for any subsequent changes to the metadata systems and its deployment architectures such that when the needs and priorities of ATLAS change, the deployment architecture can be modified easily to reflect these new needs. The developed plan will include the ability to test the new setup without impacting upon current production users.
5. name of identified individual, where applicable.

We have a candidate with the required software developer skills in Will Bell. He is currently providing IT support within the group at the level of 1 day per week: this role could be reduced immediately to enable him to contribute here. If successful, and given the timescales of Sept 2004 for full time re-appointment, we have internal flexibility to provide a replacement in other development areas that he is currently working on. 
6. If this is a proposed continuation of post, and with reference to the deliverables defined by the relevant group in Proforma-2, please describe the particular skills that the present postholder brings to the task.

Will Bell has developed components of the Spitfire code and has a thorough understanding of underlying web and Grid technologies that have been identified to benefit AMI. Will also has substantial experience of adapting software to meet the requirements of experiments through his earlier work on RD39 and CDF.
5. 

Proforma-3: Grid Optimisation Services

1. a list of main objectives;

a. Development of practical replication optimisation techniques within a service-focussed architecture (such as OGSA) for use in file replication based applications for the experiments; 

b. Further development of the OptorSim optimisation evaluation tool and its use in the evaluation of new replication strategies;
c. Delivery of fault-tolerant, reliable and manageable software for replication optimisation. The emphasis from the beginning will be upon developing optimisation services that meet the requirements of the experiments.
2. a short abstract (as in the PPARC JES form);

This work will focus on the optimisation of file replicas across the Grid, in collaboration with the experiments. In line with our activities in GridPP1, the reliability, manageability and fault tolerance of the software will be the primary aim of the work. The software will be integrated into the overall data management architecture being defined by LCG and EGEE. 
3. the name of the principal investigator and co-investigators;

Principal Investigator: Prof. Tony Doyle; 
Co-Investigator: Prof. David Saxon

Recognised Researcher: Dr. Gavin McCance

4. the deliverables to be undertaken;

Introduction
The current replica optimisation component of the Grid data management software, developed in part by GridPP1 are designed to maximise the efficient usage of the available networking and storage resources upon the Grid. The current software is conservative in terms of functionality, and there has been much recent research in this area (for example the OptorSim grid data management simulation developed by GridPP1) that will be leveraged to improve the capabilities and the performance of the optimisation systems.

Part of the work will be the continued development of OptorSim for the evaluation of different replication strategies. The current version of OptorSim consists of 11,000 lines of code, with all major components of the simulation tested via a functional test suite that can be run during the build process. As part of the overall team, we will investigate the possible optimisations from use of high-availability service architectures such as those available from Oracle streams and how these relate to other optimisation techniques.

The main work will focus on delivery of optimisations that are of practical use to the particle physics computing problem, in particular the optimisation of file replicas across the Grid. Consequently, this will be done in collaboration with the experiments, and we will use our close relationships with the current ATLAS, LHCb and CDF teams based at Glasgow to ensure this (in particular with the Grid-related posts such as those described in our ATLAS Proforma-3 response above). In line with our activities in GridPP1, the reliability, manageability and fault tolerance of the software will be the primary aim of the work. The software will be integrated into the overall data management architecture being defined by LCG and EGEE. We will build upon our proven working relationship with these teams developed during the EDG and GridPP1 projects where the OptorSim tool has been used to analyse future strategies for worldwide CMS production as well as UK-wide GridPP experiments’ production.

We propose to develop the stateful Grid service side of the products in enterprise Java. The service APIs will be exposed as secure Web/Grid services (using WSDL and SOAP), permitting the clients to be generated in a variety of languages; we will provide client side bindings (libraries) for at least C, C++, and Java. The choice of enterprise Java for the language allows the adoption of professional software development tools and methodologies and permits deployment of the service in a variety of high-availability, scalable containers; we will support the Oracle 9iAS/10g container which provides scalable clustered service deployment in order to ensure maximum service availability and aid manageability. Application deployment in the Tomcat4 container will also be supported for services that have less strict availability requirements.
Optorsim will continue to be developed as a Java-based simulation, allowing the simulation to run both in batch mode and (for demonstration purposes) in interactive visualisation mode.

1. PM1 – Architecture and Planning Report.
We will provide a report describing the relationship of the optimisation work to the release 1 architecture and plans defined by the LCG and EGEE projects. This will be a placement exercise to refine the scope of the work in terms of the overall software development architecture defined by these projects. Glasgow is well placed to provide a smooth transition for this work, since the data management group of GridPP will be providing input to the initial architectural description of the EGEE project.

2. PM3 – Design of Grid Services (Release 1) (level 1 and level 2 deliverable)
Using the requirements, constraints and overall framework laid out in the architecture we will design of the application optimisation services to be delivered for release 1. This work will be done as part of the overall EGEE and LCG developments. This will likely be based upon the existing Optor product (part of the replica management system), though we will evaluate other products for this purpose. We will plan the refactoring of the OptorSim simulation component to aid its future code manageability; no new functionality will be delivered in this release.

3. PM7 – Software and Associated Documentation (Release 1) (level 1 and level 2)
We will deliver to the LCG release 1 of the optimisation product. The code will be delivered in the official repository (we currently maintain the EDG WP2 CVS repository at Glasgow – in future our code repository will either be based at Glasgow and mirrored to the official LCG/EGEE repository or we will use the LCG/EGEE repository itself). The code will also be fully integrated into an autobuild system, with a minimum frequency of twice daily builds (our experience is that continuous autobuilding is the best option). Quality, reliability and maintainability of the code will be the primary focus and the Glasgow team has proven experience here. We will ensure that the code has at least 60% unit and functional test coverage and that all the required functionality has been verified by the LCG and EGEE testing teams. We will provide automatic API documentation (generated from the code itself) and full release documentation, comprising release notes, installation guide, user guide and API developer’s guide. A refactored and more manageable release of the OptorSim component will be provided.
4. PM9 – LCG TDR Review
We will participate in the review of our software by the LCG and will work with that team to ensure that the feedback from the review is used as input for the next release of the software.
5. PM10 – Tier-1 and Tier-2 Support Report.
Throughout the first year we will work on developing links and feedback mechanisms with the Tier-1 and Tier-2 support infrastructures to ensure that our optimisation software components have adequate first line support and that we have strong feedback channels to and from the users. Based on our close working relationship with the EGEE and LCG teams, we will provide expert assistance to the Tier-1 and Tier-2 support posts to help them develop support plans for the other data management components (i.e. those being developed elsewhere within the EGEE project). The Glasgow development team has considerable experience in providing software support of this sort, having provided support for the Replica Management components of EDG. This initial report will describe the current status of this work and will identify areas that require further improvement.
6. PM10 – External Project Integration Report (Confidential)
We will provide a short document discussing our relationship to the EGEE and LCG projects and how well our software is being integrated with these projects. Any deficiencies will be highlighted, together with a plan upon how to improve.
7. PM11 – Grid Optimisation Evaluation
Identification and evaluation of new optimisation algorithms and strategies using the OptorSim tool. The focus will be upon strategies that are of practical use to the particle physics data replication problem.
8. PM11 – Architecture and Planning Report (Release 2) (level 1 and level 2)
We will define the architecture and future planning for the next software release of the optimisation product to meet the requirements identified. The aim will be to use the new replication algorithms identified. This will form part of the EGEE architecture and will discuss in detail how our optimisation components relate to the other Grid components. A plan to improve the OptorSim product will be developed.

9. PM12 – Design and Refactor of Grid Services (Release 2)
We will design the next release of the optimisation product taking into account feedback from deployment. We will design the new updates to the OptorSim product.

10. PM16 – Software and Associated Documentation (Release 2)
We will provide release 2 of the software to LCG for deployment (same requirements as release 1). This will include both the optimisation product and the new release of the OptorSim tool.
11. PM21 – Tier 1 and Tier 2 Support Plan
This will consist of a more detailed report, describing the current status of the Tier-1 and Tier-2 support for the delivered software, and will be written jointly with the Tier-1 and Tier-2 support post-holders. The bulk of the report will be a plan to ensure the long-term support mechanisms of the optimisation applications. Based on our close working relationship with the EGEE and LCG teams, we will continue to provide expert assistance to the Tier-1 and Tier-2 support posts to help them develop appropriate support plans for the other data management components (i.e. those being developed elsewhere within the EGEE project).
12. PM 22 – Grid Optimisation Evaluation
Further refinement and evaluation of the currently deployed optimisation strategies and algorithms using the OptorSim tool.
13. PM23 – Architecture and Planning Report (Release 3)
We will develop the final architecture and plans defined for release 3 of the LCG project (and EGEE, if it is funded past 2 years). This will form part of the LCG architecture and will discuss in detail how our optimisation components relate to the other Grid components. We foresee no major changes to the OptorSim simulation tool here, though small refinements will be considered.

14. PM24 – External Project Integration Report (Confidential) 
This short report will discuss the relationship and integration of the project work to the LCG project (and EGEE phase 2, if funded). It will be based upon the experience of release 2. Any outstanding issues and their proposed solutions will be discussed.
15. PM 26 - Design and Refactor of Grid Services (Release 3) (added deliverable)
We will design the final release of the optimisation product taking into account feedback from deployment of release 2 and the evolution of associated standards. Additionally, any small refinements to the OptorSim tool that have been identified will be designed.

16. PM 32 – Software and Associated Documentation (Release 3) (added deliverable) 
Release 3 of the software available for deployment (same requirements as release 1 and 2).

17. PM 36 – Final Report (added deliverable) 
We will write a final report of our work on optimisation, describing what was delivered and the support mechanism we have helped develop for it. We will have a draft of this report circulating in PM 34.

4. name of identified individual, where applicable.

We have a candidate with the required software development skills in David Cameron. He is currently finishing his PhD in the area of Grid Optimisation as part of the GridPP/EDG optimisation team.

5. If this is a proposed continuation of post, and with reference to the deliverables defined by the relevant group in Proforma-2, please describe the particular skills that the present postholder brings to the task.

As part of his PhD work at Glasgow, David Cameron was one of the primary developers of the OptorSim data-centric grid simulation. He has experience in the design of the prototype Optor grid optimisation component of the replica management system developed by GridPP and EDG. He has experience in grid software testing, having developed a series of functional and scalability tests for the EDG WP2 software components (more than 100 tests for the LRC (Local Replica Catalog), RMC (Replica Metadata Catalog), RM (Replica Manager) and ROS (Replica Optimisation Service) components), as described in the WP2 final report. 
See https://edms.cern.ch/file/406379/1/finalReport.pdf
7. Does this programme of work involve an experiment or group not currently engaged in GridPP?  If so, please describe in a few sentences how this fits in with the current programme at your Institute.

Not applicable.

8. Please describe any other effort at your institute in the GridPP2 period that may support the programme of work you have proposed. 
In general, we would propose developments which meet their requirements in terms of the above deliverables  

We have been supported by PPARC/SHEFC during the past 2-3 years and believe that we can shape the future of Grid Data Management across the Particle Physics domain. The expertises we have built up during this period mean that we are well placed to provide solutions for:
1. metadata development applied to ATLAS (as well as LHCb and CDF);
2. extended generic metadata tool development;
3. deployment of scalable and robust service architectures;
4. integration of novel metadata optimisation techniques applied to the Grid.

The Grid Data Management Team would be built up from existing membership:

Tony Doyle has worked on various data analysis issues, starting with online trigger systems, progressing to Monte Carlo simulation studies and through to physics data analysis. He has been working on analysis methods to search for the Higgs boson at the LHC. This task requires significant data and computational resources and led to an interest in Grid Data Management as part of the EU DataGrid (EDG) project. He will be GridPP2 Project Leader (2/3 time) and plans to work directly on the ATLAS data navigation problem, guiding this development through to completion in time for data analysis in September 2007 when he resumes his PPARC Senior Research Fellowship to work primarily on ATLAS analysis. 
David Saxon serves on the NeSC advisory committee and has been involved in the establishment of the NeSC Kelvin Hub immediately adjacent to the Glasgow PPE group, and in the planning of University funded manpower for e-science. He represents Glasgow on ATLAS-UK committees and supervises a PhD student on ATLAS software developments.
Rick St. Denis is co-leader of the SAMGrid Project, former leader of the CDF Database project,          co-leader of the CDF Data Handling group, and a member of the PPDG steering committee. 

The following members are core software developers with specific expertise in Java and C++ (OO programming) technologies. They have experience in all aspects of software development including design, implementation, testing and debugging. They have strong linux and database/SQL skills and additional expertise with scripting languages. 

Gavin McCance is an expert in metadata development and a primary author of Spitfire, the first package to be developed to enable secure access to metadata in a Grid environment. His work focuses on grid data management as part of GridPP and EDG projects. He is currently on long term attachment to CERN in Geneva, working within the data management work package of the EDG project (WP2) and CERN IT database group. His main responsibilities are GridPP data management work group leader (Technical Board) and EDG data management deputy work package manager.

Paul Millar is currently working 50% as a system manager within the Department of Physics and Astronomy. He has wide-ranging linux expertise and contributes/tests various open source products in this role. As part of the EDG WP2 team it was natural that he take up roles on the deployment, integration and testing of the tools. In addition, he has re-factorised the OptorSim framework and contributed OptorSim code as necessary to test different optimisation algorithms before deploying them in a real Grid. 
Will Bell previously worked on RD39 and detector development and data analysis for CDF. He returned to Glasgow to work on GridPP/EDG. He coded components of the Spitfire data management service and studied simulated datagrids in pursuit of optimal replication algorithms using OptorSim. He won a prestigious University research fellowship and is currently working on detector development as a member of both ATLAS and LHCb.  

Morag Burgon-Lyon has been collaborating with ScotGrid as well as members of Computing Division (CD) at Fermi National Accelerator Laboratory to create the SAMGrid system for CDF, D0, and now MINOS and phenomenology. She is an expert in installation of the CDF software environment, the SAM software environment.  She is also expert at installing and operating JIM software including the Globus toolkit, with emphasis on GridFTP, grid certificate procurement, installation and debugging.  She is very talented at outlining the problems to be solved and executing a plan.  She is excellent at proposing and setting up Linux system configurations and adapting both the system and the Grid software such that they function together.  
David Cameron’s current research involves working as part of WP2 in EDG dealing with the management of large amounts of data over global scale networks. As part of the Optimisation task, he has helped to design and test algorithms that will be used to control the management of replicas throughout the Grid. He has been instrumental in testing the economic model where the files are considered as goods in the Grid marketplace. Beyond this he made many of the scaling/timing tests of the Replica Manager software described in the EDG WP2 final report.
Caitriana Nicholson is investigating replica optimisation strategies as part of WP2. Part of her input to OptorSim was the inclusion of realistic background network traffic. This has quite a large effect on the running of the Grid. She also made an analysis investigating Artificial Neural Networks applied to low mass Higgs discovery for ATLAS. 
Management Plan
The team-based strategy would evolve from the current arrangements where we meet weekly as a group in the following (typically 1 hour) meetings to discuss:

1. problems/development issues in data management (chair Gavin McCance). These meetings will be integrated within the UK-wide GridPP2 data and storage management team;
2. problems/deployment issues on ScotGrid (chair Tony Doyle);

3. (via phone or in person at CERN) with CERN data management developers and with CERN IT database group to discuss joint developments in 

a. metadata development (chair Peter Kunszt)

b. deployment (chair to be decided from the CERN IT database group)

These arrangements are in addition to the meetings within GridPP, EGEE and GGF where developments are summarised approximately 3 times per year. These roles are circulated around the group, with Gavin McCance currently taking the leading role on GGF standards development. 

Peter Kunszt will be the work package leader in this area for EGEE and we expect to work closely with CERN-IT division on all developments in this area. Glasgow will lead on Metadata and Optimisation and RAL will lead on Mass Storage and Local Storage Management. We have agreed with RAL that the UK input for software development in the area of Data Management be coordinated by Gavin McCance. We have agreed with RAL that the lead on UK deployment of local storage management be coordinated by Jens Jensen. 
The work will involve close collaboration with the EGEE data management team, with the CERN IT database group and with the LCG deployment group. We recognise that we are part of a larger development effort and will actively seek to ensure that the software products that we develop are fully integrated as part of the overall developments of these teams. To ensure this, we will build upon our close working relationship with the EGEE data management team and LCG deployment team (these relationships have been successfully developed during the EDG and GridPP1 projects) and with the CERN IT database group (developed during Long Term Attachments of existing team members to CERN IT).
The UK holds the post of co-project leader for SAMGrid at Fermilab and co-leader of CDF data handling and membership on the PPDG Steering committee. The SAMGrid project serves CDF, D0, MINOS, and Phenomenology. This SAMGrid project is managed by the SAMGrid Management team consisting of two co-project leaders, one each from CDF and D0 and the technical coordinators with one each from CDF and D0.  This group sets priorities, identifies subprojects and oversees the coordination of resources from GridPP, PPDG, Fermilab, Universities participating in CDF and D0 and external grants such as DOE small business initiatives (SBIR).  The SAMGrid Project leaders are also members of the PPDG steering committee.

We believe these links to be vital in reaching working solutions for generic and ATLAS-specific metadata and generic optimisation products. We would take primary responsibility for metadata and replica management components deployment in the UK and would focus on ensuring that these tools transparently meet the requirements of the experiments. These components will provide the necessary technology to solve the data navigation issues of the experiments.
 
These developments relate in various way to those in the Resource Broker and Networking (on the optimisation side) and Security (on the metadata access side). Particularly close relationships are required with respect to local storage issues and maintenance of the local data catalogues with the Data and Storage Management area. Although we do not propose to develop tools in this area, we would expect to meet regularly with those supporting these catalogues to ensure that issues arising here are identified and resolved. We believe that our proposed continued involvement in the development of the replication tools will enable us to provide a deep understanding of the necessary support issues as they pertain to ATLAS.


1. 

2. 
Beyond the above direct contributions to grid data management development, there are four areas which bring benefit to the overall GridPP goal to establish a production grid in the longer term:
ScotGrid: The ScotGrid Compute Farm was set up in 2002 and provides a model for Tier-2 operations, having contributed directly to ATLAS and LHCb data challenges and been integrated to the EU DataGrid, SAM and UK e-Science Grid systems. The system manager is David Martin who has managed the system in an exemplary manner (funded by the PPE rolling grant throughout this period). Paul Millar acted as deputy system manager. The system has provided more than 750,000 CPU hours from June 2002 to December 2003 for ~100 users supporting a wide range of applications (ATLAS, LHCb, BaBar, CDF via SAM-Grid, Grid Data Management OptorSim simulations, Bioinformatics, ZEUS, Medipix, Information Retrieval, Device Modelling, MICE and UKQCD). In addition to his OptorSim code and WP2 test suite development work, David Cameron is webmaster for ScotGrid providing an online web-based monitoring and accounting system. Caitriana Nicholson’s work on underlying network traffic was aided by Ian Skillicorn and Alan Flavell, who also set up a network monitoring system between the Edinburgh and Glasgow sites.

Training: Will Bell contributed significantly to the OptorSim and Spitfire code bases and was able to guide our e-Science students: his Graduate C++ Course as well as an associated course in Basic Shell Programming are available from the web and provide a good starting point for e-Science graduates prior to the PPARC-supported training programmes.

Standards: Throughout the GridPP1 project the Glasgow team working on Grid Data Management has maintained involvement in the Database Access and Integration Services Working Group of the Global Grid Forum ensuring that the massive file use-case and the HEP specific meta-data use-cases influenced the development of the data access standards being defined there.
Data analysis: Morag Burgon-Lyon’s work on CDF integration enabled ScotGrid to be used via SAM-Grid’s JIM tools. Stan Thompson’s work in setting up the CDF system was essential here. Stan Thompson also aided John Kennedy in testing the ATLAS installation tools and used these to set up a production system for the ATLAS data challenge. Similarly Andrew Pickford set up the LHCb software locally to enable ScotGrid to participate in the LHCb data challenge, contributing 8% of the events produced worldwide. Lecturers Rick St Denis, Chris Parkes and Paul Soler have all worked directly on e-Science projects to enable data analysis to be performed efficiently for CDF and LHCb, as well as Rick St Denis taking a leading role as SAM Co-Project Leader. There is therefore a significant shared knowledge base on which to build Grid Data Management tools that can be effectively deployed for the experiments. 
Additional Requests
3. We would need to purchase a good desktop and reasonable laptop and additional developer licenses (beyond those for Oracle and freeware tools building upon IntelliJ IDE developer studio [costing $99] for Java and similar IDE tools for C++). Free testing frameworks such as JUnit and CPPUnit will continue to be used. Coverage tools such as Clover will be utilised for Java. Autobuild systems with integrated testing are essential for this very large collaborative work within EGEE, LCG and ATLAS. From other work (e.g. within ATLAS) we are aware that these approaches are not yet being used as comprehensively as they could be and we would be willing to push for the use of modest cost autobuild systems in this area. We therefore request consumables associated to these posts at a total cost of £2k over the 3 year period of each post.
4. The potential for promotion based on exceptional work and an increased leadership role within GridPP2 for Gavin McCance may require funding for an additional increment beyond the anticipated spine point increments.  
5. If multiple posts are funded it would help to have a single grant to ease administrative issues w.r.t. multiple small grants.

























































































































































PAGE  
- 1 -

