Proforma 2

Data and Storage Management Workplan

Overview

This document describes the developments forseen for the Data Management and Storage Management work group of GridPP2. The workplan is necessarily placed within the context of the overall developments going on within the EGEE and LCG. It will therefore be subject to periodic revision as requirements evolve.

The Data and Storage Management working group is responsible for developing software tools for providing transparent, secure and efficient access to data, regardless of where it is stored. It is also responsible for providing tools to permit the manipulation and access of the data by its associated meta-data. The goal of this working group is to build upon what was already achieved in the GridPP1 and EDG projects, and the running US experiments. These projects have examined closely the data management requirements of the experiments, and have begun to develop appropriate and scalable solutions.

The key areas that will be developed further are described below.

1. Metadata

This work will involve the Grid enabling of the experiments’ metadata based products, in line with the MetaData Catalog Service described in the ARDA document (output of the LCG SC2 RTAG11). The work will focus upon the integration of Grid software technology solutions (such those used in Spitfire) into the OGSA framework (defined by the GGF DAIS standard), with the overall aim of Grid enabling of the experiments’ own metadata based applications; this will build upon the proven expertise in this area developed during GridPP1. The work will require continued participation in the relevant Grid Forum areas.

Improving the reliability, manageability and fault tolerance of the software is the primary aim of the work. The software must be integrated into the overall data management architecture being defined by LCG and EGEE.

The possibility of using Oracle-streams based replication to ensure high service availability and fault tolerance will be examined in collaboration with the UK tier-1 and tier-2 support teams and the CERN IT database group.

2. Mass Storage

There is a requirement to ensure that all UK particle physics sites are fully Grid compliant, and work is required to further develop Grid interfaces to these diverse mass storage systems. In particular, development of an SRM version 1 interface for the major UK storage resources is required. Initially, the work will concentrate upon providing an SRM version 1 interface to the RAL Atlas Datastore. Later developments will upgrade this to SRM version 2 which is currently being defined.

The software must be integrated into the overall data management architecture being defined by LCG and EGEE.

3. Local Storage Management

This work will involve the development of an appropriate mechanism to manage Grid data within a site. It will develop generic mechanisms local to a site that can be used to clean up after Grid jobs and ensure that a site’s volatile resources are being recovered in a timely manner. As part of the development of SRM v2 compliance, mechanisms for defining quotas on the storage, defining the type of data that a site is willing to store, and the contracted lifetime of data upon the SRM must also be developed, in discussion with the GridPP2 tier-1 and tier-2 support posts. Mechanisms for advance reservation should also be investigated. The emphasis of this work will be upon the tier-2 site’s storage resources.

The software must be integrated into the overall data management architecture being defined by LCG and EGEE.

4. Grid Optimisation

The current replica optimisation component of the Grid data management software, developed in part by GridPP1 are designed to maximise the efficient usage of the available networking and storage resources upon the Grid. The current software is conservative in terms of functionality, and there has been much recent research in this area (for example the OptorSim grid data management simulation developed by GridPP1) that will be leveraged to improve the capabilities and the performance of the optimisation systems. 

The work will focus on optimisations that are of practical use to the particle physics computing problem, in particular the optimisation of file replica across the Grid, and will be done in collaboration with the experiments. The software must be integrated into the overall data management architecture being defined by LCG and EGEE.

Mode of Work

Quality, reliability and manageability are the prime focuses of this work. To ensure an efficient and timely delivery of quality software, the work will use professional software development tools, including, but not limited to, an automated release build system with a minimum frequency of nightly autobuilds, full unit and functional test suites with a minimum of 60% test code coverage for software releases. The functional test suites will be based upon the requirements described in the initial design documentation. Known bugs and issues will be reported using an automated and auditable system such that issues can be assigned and tracked as soon as they arise. This methodology is required to ensure high quality, maintainable software is produced and will meet the quality requirements of LCG. 

The posts will establish, as early as possible, reporting lines to and from the EGEE and LCG projects. This is imperative to ensure that the work is fully integrated with these projects.

Effort is required to provide software support to the posts that will form the tier-1 and tier-2 support infrastructures. Input in this area from the software developers is considered vital to the success of the programme, and this effort is built into the deliverables.

Deliverables

The work described here is necessarily aligned with work in the EGEE and LCG projects and therefore the release dates for the primary software developments will be commensurate with these projects. In particular, a very fast start is required for these posts to ensure that the project’s contribution is integrated with LCG and EGEE developments as soon as possible.

Level 1 deliverables will be the primary software architecture, design, and implementation. Time is expressly allocated to the necessary software support to the tier-1 and tier-2 data management support posts.

1. PM1 – Architecture and Planning Report.
A report describing the relationship of each of the four primary works areas to the release 1 architecture and plans defined by the LCG and EGEE projects. This work will be a continuation of the process funded by the final months of the GridPP1 project and will ensure smooth transition between the two projects. Note that this report will be a response to the defined architecture and plans in order to place the GridPP2 work areas in the broader context; it is not an architecture definition document itself. Input to the architecture of LCG and EGEE release 1 (to be delivered in June 2004) is work for the final months of GridPP1.

2. PM2 – Identification of Experiment Metadata Products
This will involve working early on with the LCG and US experiments to determine how Grid technologies can aid their pre-existing metadata based applications and systems. The aim is to leverage the team’s experience of Grid technologies to Grid enable existing experiment metadata applications.

3. PM3 – Design of Grid Services (Release 1)
This document will starts with the requirements, constraints and overall framework laid out in the overall architecture and will describe the design of the application metadata services, the SRM v1 interface to the Atlas DataStore mass store, the site cleanup service, and the Grid optimisation service to be delivered for release 1. The resulting software specification will contain the level of detail needed for subsequent implementation.

4. PM7 – Software and Associated Documentation (Release 1)
The deliverable for release to the LCG consists of the following components:
Release 1 versions of the 4 software components software in the official repository integrated with an automatic release-building system; Certification that the software passes all unit, functional and integration tests (test code coverage should be at least 60%); Release documentation, comprising Installation, User’s and Programmer’s guides and Release Notes.

5. PM9 – LCG TDR Review
Participation in the review of all the software components by the LCG; this will form one of the primary inputs into the next stages of the software planning.

6. PM10 – Tier 1 and 2 Support Report.
A short report detailing the support links and feedback mechanisms with the tier-1 and tier-2 support infrastructures will be provided. The purpose is to ensure that these support links are being actively developed and that the feedback channels to and from the support teams are well defined.

7. PM10 – External Project Integration Report (Confidential)
This short document will describe our relationship with the EGEE and LCG projects, and the integration of our software with the tier-1 and tier-2 support infrastructures. It will be based upon the experience on release 1. Outstanding issues and their proposed resolution should be discussed.

8. PM11 – Architecture and Planning Report
The report will describe the relationship of each of the four software development activites of GridPP2 Data and Storage Management to the architecture and plans defined for release 2 by the EGEE and LGC projects. In particular it will discuss in detail the architectural components for which GridPP2 is responsible and how they relate to other components.

9. PM12 – Design and Refactor of Grid Services (Release 2)
Design document for each of the four core Grid services (Release 2) in each of the work areas. In particular, the design will look at the upgrading of SRM v1 to SRM v2. These revised designs will build on the work of release 1 taking into account feedback from deployment and evolution of associated standards.

10. PM16 – Software and Associated Documentation (Release 2)
Release 2 of the software available for deployment (same requirements as release 1).

11. PM21 – Tier 1 and Tier 2 Support Plan
A more detailed report, describing the current status of the tier-1 and tier-2 support for the delivered software, based on feedback from the tier-1 and tier-2 support posts. The bulk of the report should be a plan, developed with the UK tier-1 and 2 support posts, to ensure the long-term support mechanisms of the delivered software components.

12. PM23 – Architecture and Planning Report
The report will describe the relationship of each of the four software products of GridPP2 Data and Storage Management to the final architecture and plans defined for release 3 by the LGC projects (and EGEE, if it is funded past 2 years). In particular it will discuss in detail the architectural components for which GridPP2 work areas are responsible and how they relate to other components.

13. PM24 – External Project Integration Report (Confidential)
A short report to discuss the relationship and integration of the project work to the LCG project. It will be based upon the experience of release 2. Any outstanding issues and their proposed solutions should be discussed.

14. PM 26 - Design and Refactor of Grid Services (Release 3).
Design document for the Grid services (Release 3) in each of the work areas. These final designs will build on the work of release 2 taking into account feedback from deployment and evolution of associated standards.

15. PM 32 – Software and Associated Documentation (Release 3)
Release 3 of the software available for deployment (same requirements as release 1 and 2).

16. PM 36 – Final Report
Final report of the four work areas with a draft circulating 2 months earlier.

Initial level 2 deliverables are also defined and relate to specific work that will be carried within the first year of the project. Further detailed level 2 deliverables cannot reasonably be defined until the future direction of the LCG and EGEE projects is known. For management ease, and to avoid a proliferation of reports, level 2 deliverables are likely to be contained within the appropriate level 1 deliverable work.

1. PM2 – Evaluation report of the EDG/EGEE and the SAM/JIM software, as well as the OGSA-DAI project deliverables for possible use in the metadata work.

2. PM2 – Understanding of the experiments meta-data requirements, and list of requirements that should be further discussed or clarified. Identification of key experiment metadata based applications that can benefit from Grid technology.

3. PM2 – Initial evaluation of the UK’s mass storage systems.

4. PM2 - An initial design for the SRM v2 interface development of the RAL Atlas DataStore.

5. PM2 – Initial design of the site-local data cleanup mechanisms, after requirements gathering from tier-1 and tier-2 system administrators and the GridPP2 middleware support post holders.

6. PM2 – Initial design for the development of the replica optimisation product of the replica management system.

7. PM8 – Delivery of release 1 metadata product to the project. This may be a technology demonstrator based upon a pre-existing experiments metadata application; in this case, the deliverable will focus upon the added value of the Grid technology and how it can be generically applied to other experiment metadata products, rather than upon the experiment specific product itself.

8. PM8 – Delivery of release 1 storage management SRM v1 interface to the RAL Atlas DataStore  to the project.

9. PM8 – Delivery of prototype release 1 site-local cleanup product to the project.

10. PM8 – Delivery of release 1 optimisation component to the project and its initial integration into the rest of the data management architecture being defined by the EGEE and LCG projects.

11. PM11 – More detailed report describing the requirements of the experiments’ metadata applications and the plans to use Grid technology to meet them, based upon the experience of Release 1

12. PM11 - Report describing the mass storage requirements for SRM interface development. This report should be looking towards SRM v2.

13. PM11 – Report describing the feedback from of usage from the initial site-local cleanup product and its relation to other components of the data and job management architecture.

14. PM11 – Report describing the usage and further requirements of the replica optimisation product and its integration with the other components of the data management architecture.

