
SAMGrid and D-Zero
developments

GridPP9 Edinburgh
4-5 Feb 2004
Peter Love

Lancaster University



SAMGrid

● SAM - Data Handling system used at 
D-Zero for last seven years

● JIM–Job and Information Management
● JIM packages submit and monitor
● SAM DataGrid + JIM -> SAMGrid 

computational grid
● www-d0.fnal.gov/computing/grid/



UPD install 1 afternoon (with experts on hand)

XMLDB storage of configuration



http://d0db.fnal.gov/sam/plots-and-stats.html

1.8 Pb for 2003

200 Tb peak months

Reprocessing



UKLight - 10Gbit/s



Monitoring

● Job status via JIM
– pending, idle, running etc

● Runtime tools
– task info published to XMLDB
– specific executable info, num events 

processed etc.
● Output retrieval via web and SAM



http://samgrid.fnal.gov:8080/



mc_runjob

Linker

Configurator A Configurator B Configurator C

I want to run
 applications
 A, B, and C

Attach A, B, C

Make Job
(Framework)

/bin/sh script
to run App A

/bin/sh script
to run App C

/bin/sh script
to run App B

#!/bin/env sh
scriptA
scriptB
scriptC

Configure

Script
Generator



mc_runjob developments v06

● New runtime tools
– threaded execution and monitoring
– task health monitoring
– runtime metadata completion

● New configuration system
– rc-style system and user settings

● Continued support of user needs



Current MC Production

● Via global request system
– Farmers chose and run a request
– Request defines mc_runjob macro
– Results stored into SAM, request marked 

finished
● One farmer per farm, inefficient



SAMGrid MC Production hurdles

● Tested at Wisconsin, Manchester, Lyon
● Using request system and jobmanager-

runjob, specify ReqID, NumEvents
● MinBias and Dzero software 

installation, now retrieved via SAM
● Need mc_runjob fixes to handle all MC 

production requests – fault tolerence
● Temp storage in SAM, merging



advert not needed now
– dynamic install



First remote reprocessing

20% reprocessed off-site, of that ¼ in UK

Nikhef test-run using LCG at Karlsruhe, RAL, etc.
Data Handling with SAMGrid,

JIM submit/monitoring not used, priority to get remote 
reprocessing functional

http://www-d0.fnal.gov/computing/reprocessing/



dØrunjob v07 – the re-write

● Joint FNAL-CD/CDF/CMS/DØ project
● Base classes from Runjob package

 Runjob

CMSrunjobCDFrunjob DØrunjob



 Runjob

d0runjob

Example generator inheritance

Reduced from 
~1000 to 100 lines



D-Zero Status

● Remaining deliverables
– 3.6.9 SAMGrid operating for expert 

users...done, March 1st deadline
– 3.6.11 Robust system for all users Q4,2004

● Expert users will be running:
– MC Production (in shifts)
– Reprocessing

● General user wait for d0runjob v07


