
1. Proforma-1: GridPP1 Review

Section-A:  Identification

A1. PPARC Grant Number (200x/xxx) [where applicable]:

PPA/G/S/2001/00452

A2. Institute: Oxford University (Position held)/University College London

A3. Principle Investigator: Dr. B. Todd Huffman (Oxford)/Dr. David Waters (UCL)

A4. Post holder(s) and starting date(s):

Dr. S. Stonjek started June 3, 2002 (on unpaid leave until Dec. 2004);
Dr. V. Bartsch from January 19, 2004 through November 30, 2004.

A5. Current spine point: 13 (RS1A)

Section-B:  Past Achievements (to be completed in consultation with the post holders)
B1. 3.6.2 Prototype Interface between CDF Analysis Control and SAM, Documentation for CDF collaboration on installation and use of SAM

SAM is Fermilabs implementation of the Grid, featuring data handling, metadata storage, file cataloguing, batch handling, Monte Carlo requests, project provenance and support of distributed computing.

St.Denis and Stonjek were the main drivers and testers of the instructions first set on

                http://cdfdb.fnal.gov/sam/ and http://cdfdb.fnal.gov/sam/doc/install/install.html .  These matched the requirements to which SAM was designed.  Significant effort went into working with the SAM core team to debug modifications for new requirements. Document [1] was written to account for interactions with Firewalls, NAT use, NFS mounted cache, daemonless running on a farm shared by other experiments. SAM was installed on all UK CDF sites: RAL, Oxford, UCL, Glasgow, ScotGrid and Liverpool. 

3.6.4 Final design and implementation of interface layer between CDF analysis control and SAM

See http://cdfdb.fnal.gov/sam/ and http://fcdfsun1-prd.fnal.gov/sam/doc/cdf/test/sam_acpp.html.  This interface has been integrated into the new interface as described in http://cdfcaf.fnal.gov/doc/UserGuide/, specifically in the section http://cdfcaf.fnal.gov/doc/UserGuide/node61.html. This was done by Stonjek, St. Denis and Burgon-Lyon.

3.6.5 Establish Monte Carlo Production as SAM-Grid Managed Task

Through the work of St. Denis, D’Auria, and Burgon-Lyon, CDF Monte Carlo files have been stored using SAM with proper metadata.  The job submission is being modified to use SAM-Grid’s JIM tools and allow submission from FNAL to Glasgow with storage back to FNAL.  This is being deployed in production mode for use by several CDF physicists. The software has been installed at Oxford and Glasgow on the CDFJIF machines and on ScotGrid in Glasgow.
3.6.7 Upgrade CDF/SAM interface to use “Jobs to Data” functionality;  

Stonjek worked with the SAM team to do this installation. St. Denis provided the physics analysis and the dataset. The most important indication that this was delivered was the Supercomputing 2002 demonstration.  This is documented in document [13] and [14].

Report on first year’s progress; See [5],[7] and [9].
Proposal to the CDF Collaboration for the Adoption of SAM for all Data Handling Operations

A major portion of the work was to come to agreement on modifications of the SAM database schema.  The description of the modification is located in http://www-d0.fnal.gov/~lyon/samSchema. See also [1], [4], [5], [6], [7] and [9].

3.6.10 Establish SAM as a Data Handling System for CDF

Stonjek, Cornelius and Burgon-Lyon have all contributed to this.  Cornelius focussed on releasing and validating components of the SAM system so that the validation matrix amoungst the components could be determined.  The deliverable is a set of instructions in http://cdfkits.fnal.gov/Dist/SAM/, particuarly htpp://cdfkits.fnal.gov/Dist/SAM/HOWTO.install.  

http://cdfkits.fnal.gov/Dist/SAM.  In particular, instructions are in http://cdfkits.fnal.gov/Dist/SAM/HOWTO.install and http://cdfkits.fnal.gov/Dist/SAM/HOWTO.boot.  In addition to this, the reports in [5], [6] and [7] show independent review that shows that SAM is the data handling solution of CDF as recommended in [5] and at the 2002 Fermilab Director’s Review of Run II computing (http://www.fnal.gov/cd/review/runii2002), proposed as a joint project in [6] and given in status report in [7] for this year at the Fermilab Director’s Review of Run II computing.

Essential to establishing SAM as a data handling system for CDF is support of users who have questions about how to use the system, identify use cases that have been missed or find bugs in the system under certain circumstances. Stonjek and St. Denis have been instrumental in the support of users.  Also, there is a continued operation load on validating that the CDF software releases function with the SAM releases.  For example, changes to the SAM API led to a need for a change in the CDF input data module so that it could handle both old and new formats, depending on the release of the station. This also required deployment of test programs and a maintainable test setup on the main SAM station for CDF.

Several months of effort has gone into understanding the behaviour of SAM in the environment of various security structures: firewalls and Virtual Private Networks. The SC Demo has uncovered several fundamental difficulties with the way that SAM interacts with the CAF system and firewalls. SAM and CAF use callback functions that have problems if firewalls block incoming traffic to unprivileged ports. In contrast to CAF, SAM can be configured to use a certain port range for callbacks. Due to this option SAM can handle this situation. It has been determined that the CAF software, which started as a local file/tape cluster system, should remain a local tool and effort is underway to make that a reality.

Distribution of SAM requires training for new administrators of SAM stations at various CDF locations.  Training at University of California-San Diego and Oxford, plus training of new GridPP people such as Morag Burgon-Lyon and Charles Cornelius has been an important part of Stonjek and St. Denis’ efforts.

The usage of SAM by CDF in number of files transferred as well as the number of bytes transferred can be seen at http://cdfdb-prd.fnal.gov/sam/plots-and-stats.html. 

B2. If applicable, which software have you designed, written or tested? 

· Stonjek

i. Integration of the SAM data management tool into the CDF software framework

ii. Developed an algorithm, which allows the CDF physics analysis software to use SAM on a batch system, running several processes in parallel. The communication between the different processes is now done via the SAM station, which feeds the processes with data. Implemented this algorithm into the CDF software framework. Eliminated conflicts and hardwired parameters used in SAM  for the different batch systems. 

iii. Rewriting data handling software to allow CDF software to run SAM on a batch system

iv. SamInputModule; Sam-Globus implementations; JIM software

v. Contributions to redesign of dCache data management system at FNAL.

vi. Troubleshooting the distributed versions of dCache at remote sites.

vii. Installation and testing of SAM db-server code that serves as the layer between the Oracle server and all SAM services.  This was done to  upgrade to the major change in the SAM database schema.

viii. In collaboration with other CDF people and people from the FNAL computing division, integrated the SAM software in a set of packages including the Globus toolkit, a new batch system for farms and other grid related software. 

· St. Denis and Stonjek have made modifications to all 27 software packages in SAM, including batch control, file transfer, db-server (CORBA to SQL interface), web interface and server, SAM station and administrative programs.
B3. If applicable, which system management tasks or hardware support were you responsible for?

· Stonjek: SAM core hardware; Training of new Grid developers and support people across institutions

B4. Which technical documents have you written or contributed to? 

[1] CDF Note 6441 “Installation of SAM in cluster-like environment swithin the CDF experiment”, Rick St. Denis, Randy Herber, Art Kreymer, Ulrich Kerzel, Fedor Ratnikov, Stefan Stonjek, Alan Sill, Stan Thompson, Jeff Tseng, http://ppewww.ph.gla.ac.uk/~stdenis/sam/cdf6441.ps.gz.

[2] CDF Noite 6427 “Multiple PERSON Authentications in SAM”,Randolph J. Herber, Gabriele Garzoglio, Lauri Loebel-Carpenter and Richard St. Denis, http://ppewww.ph.gla.ac.uk/~stdenis/sam/cdf6427.ps.gz.

[3] CDF Note 6421 “Disclaimer of Certificate Authority Status” Robert Harris, Randolph J. Herber, Robert Kennedy, Wyatt Merritt, Richard St. Denis and Jeff Tseng, http://ppewww.ph.gla.ac.uk/~stdenis/sam/cdf6421.ps.gz.

[4] CDF Note 6169 “Pilot Import of CDF DFC into SAM: Predator”, Randolph J. Herber, Gabriele Garzoglio, Anil Kumar, Andrew Barnovski, Wyatt Merritt, Richard St. Denis, Nelly M. Stanfield, Igor Terekhov, Julie A. Trumbo, Victoria A. White, http://ppewww.ph.gla.ac.uk/~stdenis/sam/cdf6169.ps.gz.

 [5] CDF Note 5917 “Technical Review of the CDF Data Handling Software Infrastructure”, Robert D. Kennedy, Jeff Tseng, Robert M. Harris, http://ppewww.ph.gla.ac.uk/~stdenis/sam/cdf5917.ps.gz.

[6] CDF Note  6096 “Proposal for the SAM and SAM-Grid Joint Project Organization”, A. Boehnlein, C. Brock, R. Harris, J. Qian, L. Lueking, W. Merritt, D. Petravick, .R. Pordes, R.St. Denis, J. Tseng, M. Votava.

[7] CDF Note 6640 “CDF Plan and Budget for Computing in Run 2: Second Annual Edition”, S. Belforte, L. Cerrito, G. Cooper,R. Harris, M. Herndon, J. Harrington, C. Hays, B. Heinemann, R. Wagner, E. SextonKennedy, R. Kennedy, A. Kreymer, D. Litvintsev, V. Martin, M. Neubauer, M. Paulini,  R. Snider, R. St. Denis, D. Tang, A. Thomas, A. Warburton, D. Waters, F. Wuerthwein, S. Wolbers, http://ppewww.ph.gla.ac.uk/~stdenis/sam/cdf6640.ps.gz.

[8] “Gridftp Performance Tests and Comparison to bbftp”, Stefan Stonjek, http://cdfdb-prd.fnal.gov/sam/doc/userdocs/gridftp_cdf.ps
[9] “Pilot Project for CDF” G. Garzoglio, R. St.Denis, J. Trumbo, M. Votava, R. Pordes, V.White, http://ppewww.ph.gla.ac.uk/~stdenis/sam/tasks5.doc.gz.

[10] “CDF-UK Grid Long TermComputing Outlook 2004 – 2007” R. St.Denis, T. Huffman, D. Waters, http://ppewww.ph.gla.ac.uk/~stdenis/sam/CDFGridForwardLook.ps.gz.

B5. Please list the conference proceedings and papers you have published (see http://www.gridpp.ac.uk/papers). In cases where this is joint authorship, please note your contribution.
[11] “Management of Grid Jobs and Information within SAMGrid”, A. Baranovski, G. Garzoglio, A. Kreymer, L. Lueking, S. Stonjek, I. Terekhov, F. Wuerthwein, A. Roy, T. Tannenbaum, P. Mhashilkar, V. Murthi, R. Walker, F. Ratnikov, T. Rockwell. CHEP 2003, March 2003, eConf C0303241:TUAT002,2003.

Contribution: deployment of JIM to various CDF sites, provided the Grid enabled physics analysis.

[12] “Adapting SAM for CDF”, D. Bonham, G. Garzoglio, R. Herber, J. Kowalkowski, D. Litvintsev, L. Lueking, M. Paterno, D. Petravick, L. Piccoli, R. Pordes, N. Stanfield, I. Terekhov, J. Trumbo, J. Tseng, S. Veseli, M. Votava, V. White, T. Huffman, S. Stonjek, K. Waltkins, P. Crosby, D. Waters, R. St.Denis, CHEP 2003, March 2003, eConf C0303241:TUAT004,2003.

Contribution: installation, testing and debugging of new features and requirements

B6. Please list talks/demos/posters/web pages or other communication material.  

[13] “The SAMGrid Testbed: First D0 and CDF Experiences with Analysis on the Grid”, S. Stonjek , CHEP2003, C0303241:MOCT009,2003

[14] “Physics with SAM-Grid”, G. Garzoglio, S. Stonjek, I. Terekhov, F. Wuerthwein, Demo at Supercomputing 2002, Baltimore, USA

[15] “PEAC Proof Enabled Analysis Center”, M. Ballintijn, S. Belforte, P. Canal, E. Lipeles, P. Murat, M. Neubauer, C. Paus, I. Sfiligoi, S. Stonjek, F. Würthwein, Demo at Supercomputing 2003, Phoenix, AZ, USA, http://hepweb.ucsd.edu/fkw/sc2003/
[16] “SAM at CDF – Distribute Large Data Files Worldwide”, S. Stonjek, Sheffield e-science all hands Aug-2002

[17] “SAM for CDF and Core SAM”, S. Stonjek, GridPP collaboration meeting Sep-2002, http://www.gridpp.ac.uk/gridpp5/gridpp5_sam_status.ppt
[18] “Physics with SAM-Grid”, S. Stonjek, GridPP collaboration meeting Jan-2003, http://www.gridpp.ac.uk/gridpp6/gridpp6_samcdf.ppt
[19] “SAM middleware components”, S. Stonjek, GridPP collaboration meeting Jul-2003, http://www.gridpp.ac.uk/gridpp7/gridpp7_sam.ppt
[20] “CDF and DØ Network performance and experience”, S. Stonjek, PPNCG meeting Sep-2002

[21] “CDF and DØ Experiments requirements in the next year”, S. Stonjek, PPNCG meeting Sep-2002

B7. Are there other contributions that you would like to record? e.g. external roles, user support. Please briefly describe the work and why it has benefited GridPP.

Due to the important effort Stonjek has contributed to this work on behalf of Oxford and UCL, and the Computing Division (CD) of Fermilab, he was offered and has accepted a temporary visiting scientist position at Fermilab until the end of November 2004. He has been granted unpaid leave from Oxford University so that he could assume this post and work directly with (CD) on a variety of SAM and JIM integration issues with the CDF and D0 experiments. We are quite proud of the effect Stonjek has had in guiding the direction of the SAM and SAMGrid projects and believe this appointment is the strongest statement that could be made demonstrating the importance of him and his position to Fermilab.  

Stonjek has also provided user support for Oxford and Karlsruhe users, and expert support for Karlsruhe and INFN installations, thereby expanding the impact of the Grid and showing the leading role of the UK in pushing the grid technology.

Stonjek organized the SC2002 Demo, again demonstrating the leading role of the UK in Grid technology.

Additional support:
Since unfunded manpower is requested as information, further support to this project, external to the GridPP line, should also be documented. We do so here. 

The importance of this support cannot be understated for this project. In particular the effect of approximately £20,000 per anum of LTA available to directly benefit the UK groups working on SAM has been the primary source of funding that allows St. Denis to assume his leading project role. In addition, the leveraging of FNAL money for the visiting scientist position for Stonjek would have been unlikely had he been unable to clearly demonstrate his worth and quickly become a positive influence at FNAL. These two factors were key in convincing the collaboration to adopt SAM and move to Grid with all deliberate speed. The success of that accomplishment over our 450 collaborators and 45 institutions world-wide demonstrates a substantial cost-benefit ratio for these posts. 

The Grid Project Management Board has consistently refused to fund any LTA travel on the grounds of fiscal responsibility despite strong advocacy by the Grid Project Manager. We have recently been officially informed that ‘there exists no justification’ for the level of support that we have enjoyed so far. We submit to the committee and referees that the entire CDF submission is a strong testiment to the necessity of Long Term Attachments on projects of such a highly distributed nature as Grid. We ask the funding agency to review it’s position regarding the level of money available for Long Term Attachments for all Grid positions and projects, as we are convinced by our own direct experience that projects other than ours could be significantly moved forward with even a small increase in this form of funding. Cost neutrality might still be maintainable if the acceptable conference list were reviewed in concert.

This is support, which is mentioned nowhere else in the project documentation, is reported below. These support levels are for the life of this project.

	Source of Support
	Description of Support
	Amount (£)

	Joint Infrastructure Fund
	Storage Systems in the U.S.
	300,000

	Joint Infrastructure Fund
	Cluster Systems in the U.K.
	350,000

	Joint Infrastructure Fund
	LTA for funded GridPP posts
	50,000 

	Joint Infrastructure Fund
	LTA for un-funded GridPP posts
	30,000

	Joint Infrastructure Fund
	Project-related Workshop/meeting attendance
	~5,000
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