
1. Proforma-3: Bringing the Grid to Running Experiments, continuation of the Oxford-UCL post.  

1.2 Main Objectives

A continuing overarching goal of the Tevatron groups on GridPP has been to make SAM not only operate in a Grid-like fashion, but to fully adopt the Grid paradigm along with the existing Grid middleware. In this context the CDF group has accomplished a great deal in the last three years. As pointed out in our original proposal, the GridPP project has not only caused the full integration of CDF into the standard SAM format, but the CDF GridPP group members have contributed in significant ways toward the development of job-submission tools which follow the Grid jobs-to-data philosophy (called JIM). 

The main objectives of this post will be two fold:

· To contribute to the implementation of the jobs-to-data system (JIM) as a production data handling system, in fact making it the data handling system for the CDF experiment. This will also include elements of evaluation of EGEE and PPDG tools that are just finishing their development phases for integration into the CDF data handling system. The form this will specifically take will be the development and implementation of a File replica catalogue for CDF. 

· As this system becomes the primary tool for CDF data handling, it will be necessary to supply user support and system support for the community of users. In this case it is important that the user support remain close to the users themselves, so we expect that the post holder will be primarily acting in a ‘southern’ UK support role. 

1.3 Abstract

This proposal outlines the programme of work expected from the continuation of the GridPP CDF post through September 2007. The work program starts with the implementation of the FNAL system of data handling (called JIM) in the first year, specifically the file catalogue service. The second and third years involve the integration of this service into the CDF user community as well as work to comply with EDG and PPDG standards. The second and third years also contain an element of system support for the UK user community.

1.4 Principle Investigators

Principle Investigator:





Co-Investigator:
Dr. Brian Todd Huffman, University Lecture


Dr. David Waters
Oxford University, Department of Particle Physics

University College London
Denys Wilkinson Building




Department of Physics
Keble Road






Gower Street
Oxford   OX1 3RH





London
t.huffman1@physics.ox.ac.uk




dwaters@hep.ucl.ac.uk


1.5 Deliverables from Proforma-2

The deliverables split into two catagories. Ongoing support of the Grid system for the CDF groups and the additional deliverables associated with the integration of our development system into production by the user community. 

1.5.1 Ongoing Support Deliverables

The post holder will be expected to take part in the support of both the JIM/SAM software for the UK community and the system support of our externally funded equipment (from the JIF). Our past experience has indicated that this requires an average of between 0.1 and 0.2 FTE over the course of any given year and is highly dependent on the exact phase of software integration in the project. We believe that as we move toward a production system it would be remiss of us to ignore this requirement in an operational system of data handling. Our deliverables regarding automated reporting of system usage (see early deliverables below) are an attempt to quantify the needs of the user community and therefore act as an indicator of the system support needed. Both the Oxford-UCL and the Glasgow post are expected to spend part of their time in this aspect of the work plan.

· Release a document that describes the pattern of supported releases of SAMGrid Services over the last 6 months and longer-range release plan, amended as needed.
· Summary document of usage and performance statistics for Grid including addition of new facilities.  
· Document the achieved performance against high-level metrics.
· Product improvement where metrics show serious operational issues.

· Documentation and maintenance of Adaptor code for CDFRunJob. Eventually as we move to Grid dataflow management tools, will produce documentation of how that is done and maintain that code as well.

1.5.2 Listed Deliverables

Below are reproduced all of the deliverables from the CDF Proforma-2. We have placed in boldface and marked with an ‘(S)’ those that we would expect the post holder to either complete or take a substantial role in their completion.

· Oct 04
· Participation with Data Storage and Management group on evaluation report of EDG/EGEE and SAM/JIM software relevant to metadata work. 

· Evaluation of EDG/EGEE file catalogue software relevant to SAM.

· April 05
· Automation of release reporting, usage summaries, and achieved high level metric.
· Contribution to design for separation of File Catalogue service (Replica Catalogue) and API from SAM Schema into a  (logically) separate Oracle schema; evaluation of the object transfer protocol: CORBA, Web Services. 
· Explore freeware design option for separation of File Catalogue service (Replica Catalogue) and API from SAM Schema.
· Contribute to definition of interfaces between the architectural layers relevant to Replica Catalogue and coordination of the definition with EGEE with forward look to deployment of common software. 
· Sept 05
· Release of Separated File Catalogue Service and associated API.
· Modification of definition of interfaces for Replica and Metadata Catalogues in cooperation with Data Storage and Management group. 
· April 06
· Evaluation and Design of project endpoint implementation of Catalogues as distributed database services implemented in appropriate DBMS, such as XML, or freeware databases, compliant with Grid standards and LHC.  It is assumed that this is the EGEE software, including the VDT packaging of Condor and Globus, as vetted by the Data Storage and Management group.

· A standards document describing these interfaces.

· Sept. 06

· Prototype of Separated Grid File Catalogue.

· Necessary modifications and release of a new version of the Standards Document on interfaces.

· April 07
· Production Release of Grid File Catalogue

· Necessary modifications and release of a new version of the Standards Document on interfaces.

· Sept. 07
· Final evaluation of LHC/Grid components in SAM.

1.6 Name of Post Holder

Dr. Stefan Stonjek
Oxford University
s.stonjek1@physics.ox.ac.uk


1.7 Skills of Present post holder


Dr. Stefan Stonjek has already made significant contributions to the SAM/CDF project as evidenced in the Proforma-1 document already submitted.[ref] Acknowledging his contribution FNAL offered him a visiting scientist position which he currently has.

Dr. Stonjek will have spent over 2 years on the SAM project for CDF. He has experience with the design and implementation of the metadata services developed at FNAL. In addition he is familiar with the data storage and data distribution tools associated with the project. He has also been active in the implementation and testing of Fermilab's Globus based job submission project which is on-going.  Therefore he is very well positioned to carry out the deliverables outlined above.

1.8 Effort at Oxford and the UK in support of the work programme

The CDF-UK groups have traditionally operated in close cooperation with each other on all aspects of our joint project. The Grid efforts are no exception. 

Oxford University currently has an E-science student on CDF, Matthew Leslie, who will be taking part in some aspects of the above programme which contribute to his thesis in the early part of JIM integration. Oxford University has a substantial effort on the GAUDI and ATHENA projects associated with the ATLAS and LHCb Grid efforts. GridPP post holders in these projects are Alexander Sirocco and Carminea Cioffe. There is also an E-science student, Ian Stokes-Reese, working with this group. These people, and Dr. Stonjek, are all under the direct supervision of Dr. Ian McArthur who is head of IT support for the Physics Department. 

Oxford University also benefits from the presence of Dr. Jeff Tseng who is primarily the Oxford ATLAS person looking after their Grid efforts and is also the coordinator for the Southern Tier 2 centre. 

Dr. Dave Waters is co-investigator on this project from University college London. He works closely with Dr. Peter Clarke who is a leader of the Grid networking efforts in the UK through UKLight/ESLEA.

We work seamlessly with M. Burgon-Lyon and R. St. Denis at Glasgow who have worked on distribution of SAMGrid installations and support of users throughout GridPP1 and will work on the metadata catalogue in GridPP2 as well as instrumentation and diagnostics for SAM.  Dr. D. Waters at UCL has worked closely with us in running physics applications and in developing code for SAM usage in CDF.  We have also close ties with Dr. P. Clarke. 

1.9 Additional Support

1.9.1 TestBed Hardware

In order to be able to develop the file replica catalogue we request a 2 machines that can contain a middleware servers (such as apache for web services solution or Corba for the present SAM solution) plus two machines to act as SAM stations.  Two machines would be used for development and two for integration of software prior to a release to production.  The multiple machines allow for development to remain uninterrupted when the integration testing is done.  The integration machines would also be available for testing in cooperation with the metadata catalogue work being done at Glasgow.  We also will need a laptop that can be used for trips to other locations in the UK as well as at Oxford and Fermilab. We therefore bid for £5000 to cover the cost of these machines.  

1.9.2 Salary Increments for Excellence

The potential for a merit rise in salary based on exceptional work and application of his industry beyond the call of his position for Stefan Stonjek would require additional funding beyond the anticipated spine point increments.
1.9.3 Non-GridPP Travel

Since unfunded manpower is requested as information, further support to this project, external to the GridPP line, should also be documented. We do so here. 

The importance of this support cannot be understated for this project. In particular the effect of approximately £20,000 per anum of LTA available to directly benefit the UK groups working on SAM has been the primary source of funding that allows St. Denis to assume his leading project role. In addition, the leveraging of FNAL money for the visiting scientist position for Stonjek would have been unlikely had he been unable to clearly demonstrate his worth and quickly become a positive influence at FNAL. These two factors were key in convincing the collaboration to adopt SAM and move to Grid with all deliberate speed. The success of that accomplishment over our 450 collaborators and 45 institutions world-wide demonstrates a substantial cost-benefit ratio for these posts. 

The Grid Project Management Board has consistently refused to fund any LTA travel on the grounds of fiscal responsibility despite strong advocacy by the Grid Project Manager. We have recently been officially informed that ‘there exists no justification’ for the level of support that we have enjoyed so far. We submit to the committee and referees that the entire CDF submission is a strong testiment to the necessity of Long Term Attachments on projects of such a highly distributed nature as Grid. We ask the funding agency to review it’s position regarding the level of money available for Long Term Attachments for all Grid positions and projects, as we are convinced by our own direct experience that projects other than ours could be significantly moved forward with even a small increase in this form of funding. Cost neutrality might still be maintainable if the acceptable conference list were reviewed in concert.

This is support, which is mentioned nowhere else in the project documentation, is reported below. These support levels are for the life of this project.

	Source of Support
	Description of Support
	Amount (£)

	Joint Infrastructure Fund
	Storage Systems in the U.S.
	300,000

	Joint Infrastructure Fund
	Cluster Systems in the U.K.
	350,000

	Joint Infrastructure Fund
	LTA for funded GridPP posts
	50,000 

	Joint Infrastructure Fund
	LTA for un-funded GridPP posts
	30,000

	Joint Infrastructure Fund
	Project-related Workshop/meeting attendance
	~5,000


This proposal is unique in that it involves operational experiments using production grid software. It requires  significant management interaction at FNAL and hence we bid for £20,000 per annum travel against the contingency money for hardware for Dr. R. St.Denis to support his leadership role in Grid.



























































































































































