
1. Proforma-2: CDF Future Plans: The Seamless Use of SAMGrid in cooperation with PPDG, based on EGEE and LCG.

1.2 Introduction

By the end of GridPP1, the CDF and D0 experiments will be using SAMGrid in a production environment that demands high availability.  This necessarily changes the style in which our deliverables are defined.  We foresee that both post holders will contribute to support of the experiments with deliverables that include reporting metrics of usage and quality as well as integrating components of EGEE and LCG into SAMGrid.  Our deliverables therefore come in two flavours:. First there is monitoring of performance and support of users with fixes to code as deemed essential for a production operation. Second, integration of Grid software including but not restricted to that provided by EGEE and LCG with a particular emphasis on interface definitions that allow the new grid and present SAM software to function.  

A continuing overarching goal of the Tevatron groups on GridPP has been to make SAM not only operate in a Grid-like fashion, but to fully adopt the Grid paradigm along with the existing Grid middleware. In this context the CDF group has accomplished a great deal in the last three years. As pointed out in our original proposal, the GridPP project has not only caused the full integration of CDF into the standard SAM format, but the CDF GridPP group members have contributed in significant ways toward the development of job-submission tools which follow the Grid jobs-to-data philosophy (called JIM). 

All of the GridPP1 milestones in our project have been completed as demonstrated in Proforma-1.

There it has been demonstrated that the post holders have been working with members of Computing Division (CD) at Fermi National Accelerator Laboratory to create the SAMGrid system for CDF, D0, and now MINOS and phenomenology. The UK holds the post of co-leader of the SAMGrid Project. This completes a design/development cycle by the end of the GridPP project we will have migrated(integrated) this system to CDF production with complete with full jobs-to-data capability.

1.3 Overview

The GridPP2 proposal outlines a number of components. The ones essential to us are: Operations, User support, Installation and Configuration, and Application software support within the software production cycle.  Over the next 3 years the post holders will be contributing to the support of the SAMGrid software and integration of Global Grid software as it moves from prototype to production, into SAMGrid. This includes incorporation of grid services and support appropriate to the HEP and science community, and dissemination of SAMGrid to other experiments already attracted by the functionality offered by this suite of products for their experiments.

1.3.1 Deployment and User Support

As running experiments with data, the work envisioned for the post holders will emphasize user support aspects of integration into a high performance environment. Users must be able to submit jobs and not need to know where the job is running, but should know where output appears, be able to monitor status, and recover from errors both by the Grid framework and in their own application code. 

Activities central to the post holders’ mission will be establishing an operations model to minimize impact on them as developers, strict adherence to testing of the software components, with test harnesses for integration and careful deployment of production software. We will depend on the RunJob code developed by the D0 group and need to write and maintain components that work for CDF with this. In later part of the project, collaboration on grid services will provide a transition to a support and deployment role for the LHC experiments as well as the running experiments.

1.3.2 Middleware Implementation in the Production Environment

We expect the Grid middleware, which was under development for much of the GridPP1 period, to have passed from a design phase to a production phase in the project during GridPP2 and will therefore be suitable for use in our production environment. We set the deliverables to implement the three Production flavours of GridPP software with a 3-6 month delay between release from GridPP and deployment in operational experiments. For the integration of Grid middleware we need to evaluate those services we feel should be made available as implemented in the SAM code to Grid, and we should integrate sufficiently reliable Grid services into SAM. However this requires integration effort and significant interaction with the suppliers of these services to ensure that the features we need are available.  Specifying standard interfaces between service layers and hence design and development to separate out the functionality of various services existing in production SAMGrid best serve this.  A specific list of deliverables and milestones for both of the current post is given in Section 2.

Section 3 below outlines areas of involvement where we expect continuation of funding for the SAMGrid effort under GridPP2 and the expected contributions from other sources. 

2. Deliverables

The deliverables divide into the main categories of deployment with user support and middleware implementation with focus on metadata and replica catalogues.

2.2  Deployment and User Support 
For Deployment, Operations, Application support, User support, Installation and Configuration, the following deliverables will be released every six months.
· Release a document that describes the pattern of supported releases of SAMGrid Services over the last 6 months and longer-range release plan, amended as needed.
· Summary document of usage and performance statistics for Grid including addition of new facilities.  
· Document the achieved performance against high-level metrics.
· Product improvement where metrics show serious operational issues.

· Documentation and maintenance of Adaptor code for CDFRunJob. Eventually as we move to Grid dataflow management tools, will produce documentation of how that is done and maintain that code as well.

2.3 Middleware in Action

The following middleware work will be done in order to match the changes in the Grid software as it moves from prototype to Production, thereby meeting our production needs as well as providing our production software components to the Grid where applicable.
· Oct 04
· Participation with Data Storage and Management group on evaluation report of EDG/EGEE and SAM/JIM software relevant to metadata work.
· Evaluation of EDG/EGEE file catalogue software relevant to SAM.
· April 05
· Automation of release reporting, usage summaries, and achieved high level metric.
· Documentation an release of Adaptor code for CDFRunJob.
· Contribution to design for separation of File Catalogue service (Replica Catalogue) and API from SAM Schema into a  (logically) separate Oracle schema; option to evaluate or prototype Freeware implementation; evaluation of the object transfer protocol: Orbacus, Web Services.
· Definition of interfaces between the architectural layers relevant to Replica Catalogue and coordination of the definition with EGEE with forward look to deployment of common software.  
· Similarly for the File Catalogue Service, a contribution to design for separation of Metadata Catalogue and API.
· Definition of interfaces between the architectural layers relevant to Metadata Catalogue and coordination of the definition with Data Storage and Management group with forward look to deployment of common software.  
· Sept 05
· Release of Separated File Catalogue Service and associated API
· Release of Separated Metadata Catalogue and associated API.
· Modification of definition of interfaces for Replica and Metadata Catalogues in cooperation with Data Storage and Management group.

April 06
· Evaluation and Design of project endpoint implementation of Catalogues as distributed database services implemented in appropriate DBMS, such as XML, or freeware databases, compliant with Grid standards and LHC.  It is assumed that this is the EGEE software, including the VDT packaging of Condor and Globus, as vetted by the Data Storage and Management group.
· A standards document describing these interfaces.
· Sept. 06

· Prototype of Separated Grid Metadata Catalogue

· Prototype of Separated Grid File Catalogue
· Necessary modifications and release of a new version of the Standards Document on interfaces.
· April 07
· Production Release of Grid Metadata Catalogue
· Production Release of Grid File Catalogue
· Necessary modifications and release of a new version of the Standards Document on interfaces.
· Sept. 07
· Final evaluation of LHC/Grid components in SAM.
3. Arrangements for coordination of deliverables

The coordination of deliverables is facilitated by a number of complementary relationships.  There is existing and continuing responsibility for the management of the SAMGrid project either directly as project co-leader or membership in steering committees. There are common interests with D0 and work with portions of their GridPP project at the institutes submitting the bid.  The institutions from which the SAMGrid project leaders come are involved in various aspects of Grid development based on funding from other grants.

3.1   Management

The UK holds the post of co-project leader for SAMGrid at Fermilab and co-leader of CDF data handling and memberbership on the PPDG Steering committee. The SAMGrid project serves CDF, D0, MINOS, and Phenomenology.

This SAMGrid project is managed by the SAMGrid Management team consisting of two co-project leaders, one each from CDF and D0 and the technical coordinators with one each from CDF and D0.  

This group sets priorities, identifies subprojects and oversees the coordination of resources from GridPP, PPDG, Fermilab, Universities participating in CDF and D0 and external grants such as DOE small business initiatives (SBIR).  The SAMGrid Project leaders are also members of the GridPP steering committee.

3.2 Direct Institutional involvement

The post holders will attempt to adapt to the emerging grid architectures as outlined in ARDA and generally within Globus and the OGSI. The post holders will capitalize on their institutional relationships originating in WP02 and now corresponding to Data management: File Catalogue Service (Replica Location Catalogue), and metadata catalogue. The DOE-Funded SBIR-II project running through June 2005 will provide valuable research results on distributed databases and the post holders will provide a link between this SBIR project and the GridPP Data and Storage Management.  In these areas, the post-holders will work on specific adaptations of the SAMGrid Software to CDF.

3.3 Coordination through SAMGrid and Fermilab

As the post holders will be working to deploy SAMGrid and service users, they will also work closely Workload management efforts in GridPP corresponding to the ARDA workload management service and collaborate with PPDG on their support of Condor-G workflow as well as the CMS/D0/CDF workflow package called RunJob. Direct liasing between workload management and the SAM/Grid team is assumed to occur with our D0 colleagues’ portion of the GridPP bid; however, CDF-specific modifications will have to be taken up by the post-holders. 

In collaboration with PPDG may involve modifications to our services implied by the following elements in ARDA: auditing and accounting services, mass storage management (WP05) working with SRM, ARDA mass storage management-local in the data sections project in GridPP (SRM) as well as ARDA storage-element non-local (SRB).  We expect to alert both the Data Storage and Management team of GridPP as well as the PPDG SciDac SRM group of common interests. The post holders will keep aware of PPDG efforts in GridFTP developments and Globus toolkit developments inasmuch as it impacts their operational efforts for deployment. While PPDG will have primary responsibility for adaptation of the aspects of the Grid software mentioned here, it will also be necessary to provide some cooperation in deployment, operations and user support.

The plan in this document relies on the completion of the deliverables described in the CDF(DO) Proforma 2. As the UK co-leads the SAMGrid efforts, the deliverables have been determined in the context of the SAMGrid project as a whole.  This project relies on GridPP as well as PPDG, Fermilab and collaborating institutes to meet its objectives. For example, as CDF will soon depend on RunJob this requires the completion of the runjob deliverables. DO will certainly use the SAM-grid deliverables described in the CDF work plan and CDF will use the SAMGrid deliverables described in the D0 work plan.



























































































































































