
1. Proforma-2: CDF Future Plans – The Seamless Use of SAMGrid within PPDG and EDG.

By the end of GridPP1, the CDF and D0 experiments will be using SAMGrid in a production environment that demands high availability. We propose that in the GridPP2 funding period we capitalize on this by breaking the work for our two posts held at Glasgow and Oxford/UCL into three general categories of tasks:

            Task 1: The final integration and production cycle for a fully jobs-to-data capable Grid (SAMGrid with JIM) along with ongoing operational support for the experiment.


Task 2: The evaluation of newly available EDG and PPDG tools for incorporation into SAMGrid or SAM Grid components into grid standard. This increases software component cross compatibility. 


Task 3: The testing and dissemination of this framework to and from the various applications Grids that have been developed in GridPP1 for the LHC and other experiments. The stringent requirements of a running experiment (such as better than 99% live time per year) will impose a high performance criterion that must be met by any standard Grid product to achieve the satisfaction of any user community. 

A continuing overarching goal of the Tevatron groups on GridPP has been to make SAM not only operate in a Grid-like fashion, but to fully adopt the Grid paradigm along with the existing Grid middleware. In this context the CDF group has accomplished a great deal in the last three years. As pointed out in our original proposal, the GridPP project has not only caused the full integration of CDF into the standard SAM format, but the CDF GridPP group members have contributed in significant ways toward the development of job-submission tools which follow the Grid jobs-to-data philosophy (called JIM). 

All of the GridPP1 milestones in our project have been completed as demonstrated in Proforma-1.

S. Stonjek and M. Burgon-Lyon have been working with members of Computing Division (CD) at Fermi National Accelerator Laboratory to create the SAMGrid system for CDF, D0, and now MINOS and phenomenology. It would be remiss of us to ignore the fact that R. St. Denis (Glasgow-CDF) is co-leader of the SAMGrid Project. This completes a design/development cycle by the end of the GridPP project we will have migrated(integrated) this system to CDF production with complete with full jobs-to-data capability.

In performing the tasks listed at the top of this section, the post holders will attempt to adapt to the emerging grid architectures as outlined in ARDA and generally within Globus and the OGSI. The post holders will capitalize on their institutional relationships with WP02 corresponding to Data management, File Catalogue Service (Replica Location Catalogue), and metadata catalogue. The post holders will work closely through the SAMGrid project with WP01 efforts in GridPP in workload management corresponding to the ARDA workload management service and collaborate with PPDG on their support of Condor-G workflow as well as the CMS/D0/CDF workflow package called Shahkar. Further collaboration with PPDG involves modifications to our services implied by the following elements in ARDA: auditing and accounting services, mass storage management (WP05) working with SRM, ARDA mass storage management-local in the data sections project in GridPP (SRM) as well as ARDA storage-element non-local (SRB).  The post holders will collaborate with PPDG efforts in GridFTP developments and Globus toolkit developments. The DOE-Funded SBIR-II project running through June 2005 will provide valuable research results on distributed databases.

The GridPP2 proposal outlines a number of components. The ones essential to us are: Operations, User support, Installation and Configuration, and Application software support within the software production cycle.  Over the next 3 years Stefan and Morag will be contributing to the support of the SAMGrid software and integration of Global Grid software as it moves from prototype to production, into SAMGrid. This includes incorporation of grid services and support appropriate to the HEP and science community, and dissemination of SAMGrid to other experiments already attracted by the functionality offered by this suite of products for their experiments.

As running experiments with data, the work envisioned for S. Stonjek and M. Burgon-Lyon will emphasize user support aspects of integration into a high performance environment. Users must be able to submit jobs and not need to know where the job is running, but should know where output appears, be able to monitor status, and recover from errors both by the Grid framework and in their own application code. 

Activities central to the post holders’ mission will be establishing an operations model to minimize impact on them as developers, strict adherence to testing of the software components, with test harnesses for integration and careful deployment of production software. In later part of the project, collaboration on grid services will provide a transition to a support and deployment role for the LHC experiments as well as the running experiments.

We expect the Grid middleware, which was under development for much of the GridPP1 period, to have passed from a design phase to a production phase in the project during GridPP2 and will therefore be suitable for use in our production environment. For the integration of Grid middleware we need to evaluate those services we feel should be made available as implemented in the SAM code to Grid, and we should integrate sufficiently reliable Grid services into SAM. However this requires integration effort and significant interaction with the suppliers of these services to ensure that the features we need are available.  Specifying standard interfaces between service layers and hence design and development to separate out the functionality of various services existing in production SAMGrid best serve this.  Section 3 below outlines areas of involvement where we expect continuation of funding for the SAMGrid effort under GridPP2 and the expected contributions from other sources. A specific list of deliverables and milestones for both of the current post is given in Section 2.

2. Deliverables

For Operations, Application support, User support, Installation and Configuration, the following deliverables will be released every six months.
· Release a document that describes the pattern of supported releases of SAMGrid Services over the last 6 months and longer-range release plan, amended as needed.
· Summary document of usage and performance statistics for Grid including addition of new facilities.  
· Document the achieved performance against high-level metrics.
· Product improvement where metrics show serious operational issues.
The following middleware work will be done in order to match the changes in the Grid software as it moves from prototype to Production, thereby meeting our production needs as well as providing our production software components to the Grid where applicable.
· April 05
· Automation of release reporting, usage summaries, and achieved high level metric.
· Contribution to design for separation of File Catalogue service (Replica Catalogue) and API from SAM Schema into a  (logically) separate Oracle schema; option to evaluate or prototype Freeware implementation; evaluation of the object transfer protocol: Orbacus, Web Services.
· Similarly for the File Catalogue Service, a contribution to design for separation of Metadata Catalogue and API.
· Sept 05
· Release of Separated File Catalogue Service and associated API
· Release of Separated Metadata Catalogue and associated API.
· April 06
· Evaluation and Design of project endpoint implementation of Catalogues as distributed database services implemented in appropriate DBMS, such as XML, or freeware databases, compliant with Grid standards and LHC.
· Sept. 06

· Prototype of Separated Grid Metadata Catalogue

· Prototype of Separated Grid File Catalogue
· April 07
· Production Release of Grid Metadata Catalogue
· Production Release of Grid File Catalogue
· Sept. 07
· Final evaluation of LHC/Grid components in SAM.
3. Arrangements for coordination of deliverables
R. St. Denis is co-project leader for SAMGrid at Fermilab and co-leader of CDF data handling. Also a member of the PPDG Steering committee. The SAMGrid project serves CDF, D0, MINOS, and Phenomenology.   

Proforma-3: Bid from Institutes 

The proposed Principal Investigators must submit one form per proposed FTE effort including:

1. a list of main objectives (as in the PPARC JES web submission form: see                       https://je-s.rcuk.ac.uk/eforms/secure/Login.asp);

2. a short abstract (as in the PPARC JES form);

3. the name of the principal investigator and co-investigators at each institute (as in the PPARC JES form);

4. the deliverables to be undertaken;

5. name of identified individual, where applicable.

6. If this is a proposed continuation of post, and with reference to the deliverables defined by the relevant group in Proforma-2, please describe the particular skills that the present postholder brings to the task.

7. Does this programme of work involve an experiment or group not currently engaged in GridPP?  If so, please describe in a few sentences how this fits in with the current programme at your Institute.

8. Please describe any other effort at your institute in the GridPP2 period that may support the programme of work you have proposed. 

Contacts

The following people are responsible for the GridPP2 work area deliverables and completion of Proforma-2, referring to the proposal, the “regained programme” and the FTE allocations noted in this document.

Table 5: Contact people

	GridPP2 Work Area
	Contact

	ATLAS/LHCb (GANGA)
	Roger Jones, Glenn Patrick  

	ATLAS
	Roger Jones

	BaBar
	Roger Barlow

	CDF/D0 (SAM)
	Iain Bertram,  Rick St Denis

	CDF
	Todd Huffman

	CMS
	Peter Hobson 

	D0
	Iain Bertram

	LHCb
	Glenn Patrick

	LHC Deployment
	Frank Harris

	UKQCD
	Alan Irving

	Other
	Roger Barlow,  Dan Tovey 

	Data and Storage Management
	Gavin McCance 

	Workload Management
	Dave Colling

	Security and VO Management
	Andrew McNab

	Information & Monitoring 
	Steve Fisher

	Network Sector
	Pete Clarke

	London
	Dave Colling

	Southern
	Jeff Tseng

	NorthGrid
	Roger Jones

	ScotGrid
	Tony Doyle

	Specialist Services
	Steve Lloyd

	Tier-1
	John Gordon




























































































































































