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Introduction:
The recent Large Scale Cluster Computing Workshop at Fermilab highlighted a number of areas in cluster computing where the various high-energy laboratories are facing problems that are quite similar.  This white paper will focus on three basic areas of potential future development.  First, those areas where Fermilab has a clear lead and should make a bit of extra effort to make the tools we have available to others.  Second, those areas where other laboratories have made great progress and Fermilab has not, where we can borrow from the effort of others. Finally, the areas that remain as the major problems to solve in cluster computing, and whether Fermilab can contribute to those.  In each case the major categories of hardware, operating system, and applications will be considered.

Linux clusters are currently used at Fermilab in five of the major six physics computing applications with great success.  They are the dominant computing platform for Monte Carlo simulation, data acquisition/Level 3 triggers, network-attached storage, reconstruction, and QCD calculations.  Where they have yet to make an impact is in the I/O bound area of data mining and repetitive physics analysis.  The economics of the computer market, coupled with the expected demand for this type of computing, makes it inevitable that they must be used in this area as well. It is to the advantage of Fermilab to plan this in a coherent way.  A challenge of equal magnitude is to understand the infrastructure needed to expand reconstruction and online clusters to thousands of nodes.

Current Fermilab Strengths:

Hardware:

The Fermilab Linux Vendor Evaluation process was much more well-developed and elaborate than other laboratories represented at the workshop.  The existing procedure, which tests vendors on quality of hardware, competency in Linux, quality of service, and price/performance, has proven to be a good way to weed out undesirable vendors.  The burn-in process has been helpful in weeding out bad hardware as well.  Several other University sites have ordered hardware using our specs, and other sites have asked for them as well.  The burn-in tests are publicly available, but only on Troy Dawson’s personal web page at this time.  The specs are not publicly available, but given the number of requests that have come in, they should be made publicly available.  

The fully loaded rack specification is also somewhat unique but there are other sites successfully buying fully integrated systems, racks and all.  This is an activity which needs to be continued and expanded to the next level, a “pod” which is a set of multiple racks with all supporting hardware.   Chief question in the design of the “pod” is whether to adopt a hierarchical mayor and I/O node system as large clusters such as Argonne or NCSA have done, or to continue in a flat topology with one (or a set) of I/O nodes. If Fermilab is to continue to successfully buy hardware from “commodity” vendors this guidance will continue to be necessary.  We should also establish some kind of a comparison process with other national labs buying similar equipment to see if the method is leading to optimal prices or is leading us to disqualify good vendors.

Fermilab is also a leader in using commodity Linux PC’s as servers for mass storage in the Enstore system.  Very few others are doing this.  

Operating System

There has been a large investment in Fermilab in Fermi Linux.  The custom workgroup installations give us a good way to manage the software packages that are on the nodes, and autorpm gives us a good way to distribute RPM’s.  Given the realities on the ground of Fermilab, it will probably be necessary to continue to maintain our own customizations to the Red Hat installer, even though the other installers that are out there are becoming more flexible.  

Fermilab is one of the few installations that is using Kerberos authentication currently.  Most of the others have opted for private nets. Some investigation needs to be done to see if KDC and DNS services can scale with thousands of nodes—already there are indications that we may be having some trouble with both.

Applications

FBSNG is good at what it does currently, which is to manage CPU-bound jobs on the farms.  It is written to be more general than that but these features haven’t been explored in a more chaotic batch system as yet.

NGOP was the most comprehensive monitoring tool that was shown.  It is worthwhile asking if there are ways to get outside programmers or other institutions to start contributing to it.  Its modular structure allows for different people to write agents, configuration files, or other components.  This is perhaps one of the best things that we could contribute to the Open Cluster Project, which in turn, could bring much-needed programming time back into the NGOP project.  VACM, one fairly common open-source utility that is currently available, will probably not survive the impending demise of VA Linux and its long ties to VA Linux hardware.

Current Strengths of Others:

Hardware

CERN and DESY are both employing IDE-based Linux RAID servers.  Although Fermilab has purchased a few of these, they have not yet been integrated into our systems in a meaningful way.  If we could successfully integrate such servers into our farms, there could be significant cost savings.  Others, particularly NCSA, have come up with innovative solutions on how to manage a cable plant of a 512-node cluster.

The Chiba City cluster at Argonne has done innovative things with a configuration database.  Although it is not clear that we would follow their example of specifying an OS reload at reboot, the cluster configuration database is something that Fermilab should investigate to see if we can appropriate.  About half of the configuration database already exists in MISCOMP databases at Fermilab.  It would be a significant development effort to add the rest of the information and integrate it, but would pay off in the long run.  CERN’s practice of labeling their computer room with X, Y, and Z coordinates and keeping track of the location of each machine is also a practice that we can and should emulate.

Some workshop participants mentioned Baytek as an alternative to APC for remote power controllers.  Given the disorganized way that APC and its distributors have done business, this should certainly be investigated, as should hardware vendors that are selling racks with integrated power distribution units (IBM).

Operating System

Both CERN and SLAC seem to have solved the problem of large interactive analysis clusters and chaotic batch load general analysis clusters.  We should copy as much from them as we can, as this will be the major new area of expansion of cluster computing at Fermilab.

Several cluster installation tools are available.  Some are geared at the single-system-image framework (Scyld, SCE, SystemImager) and are not suitable for what we do here at Fermilab.  Others, such as OSCAR, are geared towards a symmetric cluster with an OS on each node.  OSCAR is still in the beginning stages of development, although version 1.0 is available. They are looking for collaborators in the Open Cluster Group.  There is a lot of work that has been done with Fermi Linux that could be incorporated into this project, and this group could be influenced towards making this installer optimal for high-throughput projects.

The ROCKS kickstart file maker is a powerful tool to make a kickstart file to put the system in any given arbitrary configuration.  They are working with RedHat 7.1 which makes things a lot more versatile. It duplicates a lot of the development we have already put into the Fermi Linux installer, but could be used as a vehicle to easily and reproducibly allow people who have some non-Fermi Linux to get the equivalent contents of a Fermi workgroup without reinstalling their systems.   They are using the http install of version 7.1, which several people reported was much more robust and scalable than the nfs or ftp variants.

The DOLLY+ installer is basically a network methodology to install a large number of nodes at once without overwhelming the install server.  Given the Red Hat 7.1 support of an http install which is very scalable, it is unlikely that Fermilab would need to use this installer.

Work Package 4 on the Eurogrid project is looking at a larger view of installing, recognizing that installations in high energy facilities typically involve applications whose developers either can’t or won’t release them in RPM form.  Therefore they are taking the longer term view of making an installer both for Operating Systems and applications.  The CMS contingent of Fermilab will eventually have to deal with this as it is unlikely that we can get the rest of the world to adopt ups/upd.  We will eventually have to deal with compatibility with Globus authentication as well for grid applications.

The Scalable Unix tools as developed by Argonne rely on MPI to do the communication.  For management purposes, the 100-baseT network currently attached to our farms could be used for MPI communications without significant penalty.  It is likely that these tools will become much more generally adopted.  

All the cluster installation tools today don’t address the various organizational issues which arise in a distributed computing environment such as Fermilab.  The cluster installation packages act as if the cluster operates in a vacuum, independent of any other organizational or bureaucratic constraints.  In fact, the bureaucratic challenges in building a 1000-node cluster would be more challenging than the technical ones.  Expansion to that level may very well require organizational redesign.

Applications

The talks on Condor point out that it is a system that is designed for high throughput jobs, although it now has capability to handle high-performance multi-node jobs as well.  The dedicated scheduler could be applied to our farms.  The condor daemons could be used for system monitoring.  In addition, it would then be possible to form a pool of spare cycles on the substantial amount of desktop workstations at Fermilab.  In the long run it is probable that this will be necessary.  Although Fermilab’s needs are currently filled well by LSF and FBSNG, and could continue to be filled this way for the foreseeable future, the flexible architecture of the Condor system, the long development history, available support, and the price (free) make it something we should seriously consider as a possible path.

Another path which should be considered is a distributed-net program such as seti@home for Fermilab.  At the moment it may not be needed for the computing power it provides but it could be a useful community outreach tool.  Eventually such techniques may be the only way to muster the computing power we need.  Therefore, we should be ready and have the infrastructure in place to benefit from such efforts.

Major Future Needs of the Field:
Hardware

Nobody has addressed redundancy issues in the I/O server as yet.   This is a major issue in both hardware and software and one that Fermilab must solve anyway to do the next wave of expansion in our current farms.  It should be a major goal of ours to come up with an I/O node configuration, probably two hooked together by a SAN, so that if one of the two I/O nodes is down the workers can still stay up and continue running jobs.

Another major issue is I/O itself.  Although good performance can be achieved in networking with Myrinet and in I/O with fibre channel, both of these technologies are still too expensive to put on a commodity cluster, both hardware-wise and software-wise.  For high throughput computing we need a better way to get files from point A to point B.  The goal should be to make a closely-coupled I/O network between the worker nodes a reality.  There are current and future experiments at Fermilab that could benefit from a model of a small I/O node with a number of commodity CPU’s connected via SAN.  We need to get past the day of buying SMP capacity we are not using just to hang I/O devices.   A key part of the equation will be to get reliable Linux based server-class machines  (four way and eight way) into production.  A Linux Vendor Evaluation for servers will probably be necessary.  Intel, and many of its major vendors, are promoting Infiniband as the long-term solution to this problem.  The first devices of this type are scheduled to be available about a year or so from now.  It should definitely be investigated.

The other major hardware challenge facing the field as a whole is that the latest processor available for dual and higher processor from Intel has “Xeon” in its name.  Although of the same technological generation as the Pentium 4, it is not the same and Intel may try to extract a bigger price premium on it for longer.   Likewise with the “Itanium” IA-64 chip.

Operating System

There is no acceptable solution yet for a distributed file system for a large cluster.  All agree that NFS doesn’t scale well and AFS/DFS are too slow.  PVFS is good for scratch but not fault-tolerant, being essentially RAID 0 across a number of nodes and if any one of them fails they all are lost. This is actually an issue both for hardware and software, because SAN-based solutions require proprietary and expensive hardware as well as high licensing fees per node.  This is the chief problem that will affect cluster scalability over the long run.  Some tips to extend the reach of NFS were put forward at the workshop but they did not hold out hope that they would be scalable either.

Various sites mentioned the need for a tool to digest and merge large number of reports, (i.e. the e-mail that comes from hundreds of nodes after an autorpm run, for instance).  There does not seem to be such a tool available at the moment, although NGOP uses swatch agents in real time for this purpose.  

Conclusion:

In the current world of Linux cluster computing, the majority of users are doing high-performance MPI-style calculations across a number of machines.  This is an opportunity, because there is much we can borrow from that community even though on the surface the high-throughput applications seem to be quite different.  It is also a challenge, because it is likely that the computing world in general has relatively few parallel jobs to do and a lot of serial high-throughput jobs.  If it is possible to transfer the technology of high-throughput Linux clusters to the private sector, the payoff in terms of vendor and developer interest would be large indeed.  It should be our goal, therefore, to find as many as possible who are in the high-throughput clustering field and find as much common ground as we can.

The challenges that we face in expanding our clusters are those that are being faced by the rest of the field, and nobody has really good answers to them as yet.  Designing redundancy into the I/O system is perhaps the most challenging issue, both hardware-wise and software-wise.  We need to increase our contacts both internally among the various groups who are working on clustering, and externally with the Open Cluster group.

Summary:  Recommended Action Items for Management

1) Mount a coherent effort with all groups currently involved in Linux clustering at Fermilab to thoroughly document the tools that we have now.  This will be both for internal and external use.

2) Understand the hardware infrastructure and topology of a 1000 to 5000 node cluster.  This includes evaluating new ultra-high density hardware.

3) Affiliate with the Open Cluster Project (developers of OSCAR).  Potential things Fermilab can bring to the table are our leadership in commodity-PC controlled mass storage and monitoring programs.

4) Settle on a standard and reliable Linux file server design.

5) Identify hardware and software alternatives for redundant, high-throughput and scalable network file systems.

6) Carefully explore the Condor system for use to manage both dedicated compute clusters and spare cycles on desktops.

7)  Explore the possibilities of developing a widely distributed system for home analysis of Fermi data such as seti@home, as public relations for the lab if nothing else.

8)  Develop a configuration database for clusters based on ideas used at Argonne (configuration database of OS status) and CERN (X,Y,Z coordinates of each machine).

9) Replicate as closely as possible the large interactive analysis clusters that already exist at CERN and SLAC.

