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“Create a scoreboard that would be a nice and quick 

way to run down the experiments” – Steve Timm’s 

description of Steve Wolbers’s request 

Charge 
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Requirements 

 First and only meeting about a month ago 

 Need to look at resource usage by experiments 

 Report should include: 

 Grid Resource Usage 

 Grid Quota 

 Average Number Slots Used per Day 

 Grid Resource Usage 

 Network (File Transfer) Usage 

 GPCF Usage 



Sources 

 Spreadsheets of Experiments/ Liaisons/Current  

Grid Quotas provided by Steve Timm 

 Grid Accounting Service (Gratia) 

 Condor/pbs monitoring logs created by Keith 

Chadwick 
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Gratia Overview 
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Gratia Overview & Statistics 

2012-12-03 Gratia Review 
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 Gratia Service consists of several subsystems: 

 Collector   

 Reporter (WEB UI for user and admins) 

 Database 

 Email reports generating scripts 

 Information is generated by various probes and sent to Gratia collectors via 
Gratia API. Probes collect information about: 

 Batch and glide-in jobs (condor, lsf, pbs, sge) 

 Linux process accounting (deployed at Fermilab) 

 Various Metrics (RSV probes) 

 File transfers 

 Storage Usage and Allocation 

 Cloud accounting (deployed at Fermilab) 

 Gratia supports multiple collectors. It permits hierarchical forwarding & 
filtering between collectors.  

 

 



Gratia Architecture 
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Status 

 Multiple instances of Gratia Service are installed at 
Fermilab 

 5 Collectors 

 8 different types of probes that collect batch jobs, transfers, 
metrics and cloud records 

 More then 50 active probes are currently reporting to the 
collectors 

 Email reports are sent daily, weekly and monthly to 
FermiGrid admins. 

 All parts of gratia software  (collector & reporter, email 
reports and probes) are packaged as rpms and are 
included in OSG Software 3.x distribution. 

 Access to data is available via gratiaweb tool. 

Gratia Review 2012-12-03 
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GratiaWeb Graphs 
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http://gratia-fermi-fermicloud-reports.fnal.gov:8100/gratia/xml/monthly_vo_hours 

Fermi Cloud 

http://gratia-fermi-osg-reports.fnal.gov:8100/gratia/xml/monthly_vo_hours 

Fermi Grid 

http://gratia-fermi-transfer-reports.fnal.gov:8100/gratia/xml/user_transfer_volume 

Fermi Transfer 



 

FermiGrid - Merged Batch Slots Major VO 

Usage Monitor  
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Draft Report 

 Automatically generated report of Fermilab Resource Usage for the 
last month. 

 The report provides resource utilization by major Fermilab 
experiments/groups on FermiGrid and FermiCloud based on 
information collected by Gratia.  

 It also extracts information about average daily slots usage from 
historical log files generated by Keith Chadwick's scripts. 

 There are three versions of report (txt, html and csv) sent in one 
email. 

 We are still working on fixing Storage reporting configuration so we 
can accurately map transfers to a particular experiment. 

 Todo list: GPCF. This data are missing from the report for now. 
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