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Introduction

In the next future, the research in elementary particle physics will be mainly con-
centrated along two directions: searching for new phenomenology at higher energy
and probing the Standard Model with very high precision. In particular, a complete
set of measurements on the decays of hadrons containing b and ¢ quarks is necessary
to either accurately determine Standard Model parameters or to discover fundamen-
tal inconsistencies that could lead to an understanding beyond the model. Among
these measurements, of particular interest are CP violation, mixing and rare decays
of hadrons containing b or ¢ quarks.

A comprehensive study of these phenomena will be carried out by the BTeV
experiment which is expected to run in 2009 at the new Fermilab’s Tevatron C0
interaction region. Exploiting the large number of 0’s and ¢’s produced at the
Tevatron collider, BTeV will make precise measurement of the Standard Model
parameters and an exhaustive search for physics beyond the Standard Model.

The detector consists in a two arm spectrometer (only 1 arm will be instrumented
in a first phase) which cover the two high rapidity regions of the pp collision.

The crucial characteristic of the experiment is the trigger system to select on-line
events containing heavy quarks. The selection is done for every pp collision (at the
first level trigger) searching for events with secondary decay vertices significantly
detached from the primary interaction vertex. This kind of trigger allows for high
efficiency selection of heavy quark events and simultaneously for a powerful rejection
of the overwhelming light quark background events, which are produced at a rate
about 500 times higher than the b-signal events. This outstanding performance
is achieved by exploiting the peculiar characteristic of heavy quark events, i.e. a
long mean life and, thus, a long decay length. The trigger system is based on the
information provided by a high granularity pixel silicon detector, placed inside a
magnetic field, that allows for a very fast and low combinatoric reconstruction of
tracks and momenta. The trigger decision is taken on the basis of the number of

tracks, above a certain momentum, having an impact parameter, with respect to the



2 Introduction

primary reconstructed interaction vertex, with a significance higher than a proper
threshold value.

A detailed study of the pixel detector performance is fundamental to design an
optimal vertex detector configuration for the BTeV experiment. During my thesis
I worked on different aspects related to its characterization and, in particular, the
implementation of a completely new DAQ, based on PCI cards and the Lorentz

angle measurement in the silicon pixel detectors.

A distinctive feature of the DAQ I contributed to develop is the use of the PCI
protocol, a commercially available standard, offering easy to implement, portable
and low cost solutions for the development of data acquisition systems. The PCI
card used in this project is provided with an FPGA (Field Programmable Gate
Array) delivering great flexibility to the system. The DAQ should then be able to
accomodate in the same system different detectors to allow studies both in a test-
beam environment and in laboratory tests.

The interest in this subject has led me to cover several aspects of the realization of
such a system, such as the firmware implementation for the FPGA and the DAQ
software which profitably uses the functionalities I implemented in the FPGA.

The test-beam will be carried out in the Meson area at Fermilab using a 120 GeV /c

pion beam. The pixel devices under test are located between two stations of four
pixel detectors planes each, that provide tracking informations. There will be a
total of twelve planes, four under test and eight in the telescope, driven by six PCI
cards, each card accomodating two pixel planes. The main goals of the test-beam
are, besides the study of the spatial resolution of the detector, also the study of the
readout chip in the real BTeV working conditions. There will be no external trigger
and the event builder will use the time-stamp information provided by the chip to
assemble the events. This is a data driven scheme: data are collected as soon as
they are produced in the detector.
The absence of an external trigger posed several problems to the general design of
the DAQ because we needed a mechanism to balance the different acquisition rates
between the ROCs and the PCI cards and between the cards and the host PC. This
problem has been elegantly solved by taking advantage of the ability to program
the FPGA to store the data in two memory banks located on the PTA. These two
memory banks are crucial for the DAQ design because they are used both to balance
the different acquisition rates and to provide a suitable solution to the problem of
event building of sparsified events.

Hits are first collected in one of the two available memory buffer present on the



different PCI cards. As soon as one of the memories in the system is full, all boards
are synchronously commanded to swap their memories. The one used so far are
frozen and immediately read-out to the host computer, while the others are used
to continue reading events from the detectors without any data loss. By means of
this synchronization mechanism between the PCI cards, we can place, on the host
PC, data from many detectors in a memory buffer where hits with the same time-
stamp are contained in a limited non spread out region. The event builder in such
a configuration can be then a simple sorting algorithm with well defined limited
boundaries.

The second argument of this thesis is the effect of the magnetic field on the charge
collection process inside the pixel detectors. Since the pixel detector will operate in
a high magnetic field of 1.5 T, the reconstructed coordinate for a track impinging
on a pixel plane should be corrected to account for the apparent displacement due
to the Lorenz force. Indeed, the charge released in the detector will experience this
force and will be deviated from the original trajectory causing a displacement of the
collected signal. The deviation angle is called Lorentz angle and its study is crucial
to provide the corrections needed to improve the track reconstruction resolution.
Since the Lorentz angle also depends upon the absorbed irradiation doses, different
parts of the detector will experience different displacements of the charge collected.
A comprehensive study of the Lorentz angle for inhomogeneous irradiation doses is
thus needed in order to correctly parametrize the needed corrections to the space-
point determination.

The charge displacement induced by the Lorentz force can be best studied using
a blue light diode. Indeed, the wavelength (A = 450 nm) is such that the light
is practically absorbed on the surface of the sensor and the drift of the generated
charge along the bulk can be easily modeled. The charge displacement has been
measured for different values of magnetic field and has been compared with theoret-
ical expectations. Several effects, such as mechanical distortions of the system due
to the magnetic field, have been taken into account and are discussed in this thesis.
The results I obtained are for non irradiated devices and are in good agreement with
theory and with all the previous measurements of ATLAS and CMS. The relatively
simple setup will allow me to perform a complete study of this phenomenon as soon

as irradiated devices will be available.
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Chapter 1

CP Violation in the Standard
Model

1.1 Introduction

The subject of CP symmetry and its violation is one of the least tested aspect of the
Standard Model. This symmetry violation is an expected consequence of the SM
with three quark generations. The CP violation that shows up in a small fraction
of weak decays is accomodated simply in the three generations Standard Model La-
grangian.

However, while it is known that CP violation occurs, because it has been observed
in K decays [1], it is not yet well known if the description given by the SM is the
correct one. Moreover it is unlikely that the SM provides a complete description
of CP violation in nature, in fact, there is a great puzzle in cosmology that relates
to CP violation, and that is the baryon asymmetry in the Universe [2]. The SM
cannot generate a large enough matter—antimatter imbalance to produce the baryon
number to entropy ratio observed in the Universe today.

BTeV will provide significant new information on the CP violation. The main source
will be measurements of CP violation in various B decays, particularly neutral B
decays into final CP eigenstates. A multitude of CP—violating effects are expected
in B decays, some of which are cleanly predicted by the Standard Model. Either
the relationships between various measurements will be consistent with the Stan-
dard Model predictions and fully determine the CKM parameters or there will be a
contribution of physics beyond the Standard Model.

BTeV will measure with high precision the parameters of the CKM matrix and thus

5
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will be an important test for the Standard Model.

1.2 The CKM matrix and the unitarity triangles

The quarks are mixtures of base states described by the Cabibbo-Kobayashi-Maskawa
(CKM) matrix [3, 4]

d, Vud Vus Vub d
s =1 Vea Ves Ve s |- (1.1)
v Vie Vis Va

The unprimed states are the mass eigenstates, while the primed states denote the
weak eigenstates. The Vj;’s are complex numbers that can be represented by four
independent real quantities. These numbers are fundamental constants of nature
that need to be determined from experiments, like any other fundamental constant

such as a or G. In the Wolfenstein approximation the matrix is written as [5]

1—X2/2 A AN (p — i)
Verm = —A 1—A%/2 AN? + O\ (1.2)
AN(1—p—in) —AN 1

This expression is accurate to order A\3. The constants A and A have been measured
using semileptonic s and b decays [6]. The phase n allows for CP violation. There
are experimental constraints on p and n that will be discussed below.

The unitarity of the CKM matrix implies various relations among its elements.
Three of them are very useful for understanding the Standard Model predictions for

CP violation:

VuaVis + VeaVe + ViaVi, = 0, (1.3)
Vusvu*b + Vcch’Z + Vis {Z =0, (1-4)
VuaVgy + VeaVey + ViaViy, = 0 (1.5)

Each of these three relations requires the sum of three complex quantities to vanish
and so can be geometrically represented in the complex plane as a triangle. These
are the “unitarity triangles” even if the term “Unitarity Triangle” is reserved for the
relation 1.5. In this triangle the angles are all thought to be relatively large. To a
good approximation

[Vial = V| ~ 1, (1.6)
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which implies
Vb Vid

Vgl Vbl o
Since |V4Vi| = AN?, we can define a triangle with sides
1 (1.8)
Vid 2 1| Vi
_td 1— 2= _ | = 1.9
e (L=p) =5 |3 (1.9)
-2 = — . 1.10
‘A)\g VPR =S (1.10)
This CKM triangle is depicted in Fig. 1.1.
U
(P, 7) p=p(1-2)
= n=n(l-%)
A &
* <
/Q 2}/\
Y 1
(0,0) (1,0) »

Figure 1.1: Unitarity Triangle

The rescaled unitarity triangle is derived from Eq. (1.5) by (a) choosing a phase
convention such that (V.4V}) is real, and (b) dividing the lengths of all sides by
|VeaVi;|. Step (a) aligns one side of the triangle with the real axis, and step (b)
makes the length of this side 1. The form of the triangle is unchanged. Two vertices
of the rescaled unitarity triangle are thus fixed at (0,0) and (1,0). The coordinates
of the remaining vertex correspond to the Wolfenstein parameters (p,n). The three

angles of the unitarity triangle are denoted by «, § and ~ [7]:

v VgV VaVh
o = arg [—%} ., B=arg [—#] , Y= arg [—#} . (1.11)
ud ¥V yub tb ca’ ch

To make predictions for future measurements of CP violating observables, we need
to find the allowed ranges for the CKM phases. There are three ways to determine
the CKM parameters (see e.g. [8]):



8 CP Violation in the Standard Model

Figure 1.2: Up to date constraints to CKM parameters

(1) Direct measurements are related to SM tree level processes. At present, we

have direct measurements of |Vya|, |Vusls [Vuol, |Veal, |Ves|, |Ves| and |Vi|.

(1i) CKM Unitarity (V,,Voxu = 1) relates the various matrix elements. At

present, these relations are useful to constrain |Vig|, |Vis|, |Vis| and |Vis].

(7ii) Indirect measurements are related to SM loop processes. At present, we
constrain in this way |V, V4| (from Amp and Ampg, ) and dky or, equivalently,

n (from eg).
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When all available data is taken into account, we find:

A =0.2221 +£0.0021, A = 0.827 4+ 0.058, (1.12)
p=023+0.11, n=0.37=%0.08, (1.13)
sin28 = 0.77£0.08, sin2a = —0.21+0.56, 0.43 <sin®>y<0.91. (1.14)

Of course, there are correlations between the various parameters. The full informa-
tion can be described by allowed regions in the (p,n) as illustrated in Fig. 1.2 or the
(sin 2« sin 2/3) planes (see e.g. [9]).

1.3 CP violation in meson decays

The phenomenology of CP violation in meson decays, in particular for B-meson
decays, is illustrated in the following sections. There are three different types of CP

violation in meson decays:

(i) CP violation in mixing, which occurs when the two neutral mass eigenstate

admixtures cannot be chosen to be CP-eigenstates;

(i) CP violation in decay, which occurs in both charged and neutral decays, when
the amplitude for a decay and its CP-conjugate process have different magni-

tudes;

(73i) CP violation in the interference of decays with and without mixing, which

occurs in decays into final states that are common to B° and B°.

In each case it is useful to identify a particular CP-violating quantity that is
independent of phase conventions and discuss the types of processes that depend on

this quantity. This will be done in the next section.

1.3.1 Notations and formalism

To define the three types of CP violation in meson decays and to discuss their
theoretical calculation and experimental measurement, we first introduce some no-
tations and formalism. We refer specifically to B meson mixing and decays. Our
phase convention for the CP transformation law of the neutral B mesons is defined
by

CP|B%) =wp |B%), CP|B%) =uwj

B%, (Jws|=1). (1.15)
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Physical observables do not depend on the phase factor wg. The time evolution of

any linear combination of the neutral B-meson flavor eigenstates,
a|B°) +0b|B%) (1.16)

is governed by the Schrédinger equation,

als) =)= (r-2) () a7

for which M and I' are 2 x 2 Hermitian matrices. CPT invariance guarantees
H,, = Hyy, that is M;; = My and T'y; = ['ys. The off-diagonal terms in these
matrices, My, and T'y5, are particularly important in the discussion of mixing and
CP violation. M;, is the dispersive part of the transition amplitude from B° to B°,
while I['15 is the absorptive part of that amplitude. In the Standard Model these
contributions arise from the box diagrams with two W exchanges.

The light By, and heavy By mass eigenstates are given by
|Bru) =p|B°) £ q|B°) (1.18)
and their time evolution is given by

|Bir(t)) = e~ Mute™ /2 | By,

: 1.19
|BL(t)> _ 67zMLt€7I‘Lt/2 |BL> ) ( )

The complex coefficients ¢ and p obey the normalization condition |¢q|? + |p|* = 1.
Note that arg(q/p*) is just an overall common phase for |By) and |By) and has
no physical significance. The mass difference and the width difference between the

physical states are defined as follows:

Solving the eigenvalue equation gives

1
(A?’I’L)2 - Z(AF)2 == (4|M12|2 - |F12|2), AmAT = 4§R(M12F){2) (121)
g  Am—ZIAT  2M;, —iT, (1.22)
P N 2M12 - iFIQ N Am — %AF ‘ .
The time evolution of an initially pure B° or B° state is:
‘Bphys > f+ ‘B0>+ f ‘BO>
(1.23)

[ Bioa(0)) = F1(0)|B%) + 1 (1) [B°).
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where
falt) = g [T i o a4 (1.24)

In the B system, |['5| < |Mi2| (see discussion below), and then, to leading order in
IT'12/Mi2| Egs. (1.21) and (1.22) can be written as

Amb == 2|M12|, AFB = 2%(M12F>{2)/|M12|, (125)
M
- i (1.26)
p | M|

To discuss CP violation in mixing, it is useful to write Eq. (1.22) to first order

in |F12/M12|I
M, 1 r
4_ M [1 _ g (iﬂ (1.27)
p | M| 2 M,

To discuss CP violation in decay, we need to consider decay amplitudes. The CP

transformation law for a final state f is

CPIf)=ws|f), CP|f)y=wilf), (wg=1). (1.28)

For a final CP eigenstate f = f = fcp, the phase factor wy is replaced by 7., = £1,
the CP eigenvalue of the final state. We define the decay amplitudes A; and A;
according to

A= (FHBY . Ay = (F[Ha]BY) (129

where H, is the decay Hamiltonian. CP relates A; and A;. There are two types
of phases that may appear in A; and Af. Complex parameters in any Lagrangian
term that contributes to the amplitude will appear in complex conjugate form in
the CP-conjugate amplitude. Thus their phases appear in Ay and Af with opposite
signs. In the Standard Model these phases occur only in the CKM matrix which
is part of the electroweak sector of the theory, hence these are often called “weak
phases”. The weak phase of any single term is convention dependent. However
the difference between the weak phases in two different terms in Ay is convention
independent because the phase rotations of the initial and final states are the same
for every term. A second type of phase can appear in scattering or decay amplitudes
even when the Lagrangian is real. Such phases do not violate CP and they appear
in Ay and A; with the same sign. Their origin is the possible contribution from
intermediate on-shell states in the decay process, that is an absorptive part of an
amplitude that has contributions from coupled channels. Usually the dominant re-

scattering is due to strong interactions and hence the designation “strong phases”
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for the phase shifts so induced. Again only the relative strong phases of different
terms in a scattering amplitude have physical content, an overall phase rotation of
the entire amplitude has no physical consequences. Thus it is useful to write each
contribution to A in three parts: its magnitude A;, its weak phase term e and its

strong phase term e . Then, if several amplitudes contribute to B — f we have

ZAG(S ¢l)
‘ ‘2A625+¢

(1.30)
To discuss CP violation in the interference of decays with and without mixing,

we introduce a complex quantity As defined by
g Ay

Ap=2it

1.31
T (131)

We further define the CP transformation law for the quark fields in the Hamiltonian

(a careful treatment of CP conventions can be found in [10]):
q—weq, q—wyq, (Jwg=1). (1.32)
The effective Hamiltonian that is relevant to M5 is of the form
HE™? oc 7298 [dy# (1 — 5)b]* + e7%98 [by (1 — 5)d], (1.33)

where 2¢p5 is a CP violating (weak) phase. For the B system, where |T'1o| < |Mis],
this leads to
q/p = wpwje *5. (1.34)

To understand the phase structure of decay amplitudes, we take as an example the

b — qqd decay (¢ = u or ¢). The decay Hamiltonian is of the form

Hy ocet™7 [gy* (1 — 75)d] [Bqu(l - 75)‘1}

Cior 1 _ (1.35)
e gy (1 = 75)0] [dyu(1 = 75)q]
where ¢ is the appropriate weak phase. Then
Af/Ap = wpwpwwie > (1.36)

Eqgs. (1.34) and (1.36) together imply that for a final CP eigenstate,

)\fCP = 77f0P672i(¢B+¢f)' (1'37)
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1.4 The three types of CP violation in meson de-
cays

Let’s study in some detail each type of CP violation.

1.4.1 CP violation in mixing

4
p‘ £1 (1.38)

This results from the mass eigenstates being different from the CP eigenstates. In
fact if |¢/p| = 1 this term represents a pure phase and due to the freedom of choosing

an arbitrary phase in CP transformation we could define:

CP|B%) =

91| ro

’ |B%) (1.39)
With the convention of Eq. (1.39) By and By become CP eigenstates. But if
Eq. (1.38) holds true, than there is no legitimate CP transformation of B and
B that will make the mass eigenstates CP eigenstates. This type of CP violation
requires also a relative phase between M5 and I'1». In fact it could be demonstrated
that By and By, can be CP eigenstates if and only if & (M5I'},) = 0, that is when
the relative phase between My and I'5 vanishes. The way it comes about is because
there are two ways in which a B can mix into a B°: one is the direct way (connected
with Mjs, the dispersive part) and the other is via a common decay mode of the

two states (connected to I'j3, the absorptive part), as depicted in Fig. 1.3. For

F12

Figure 1.3: CP violation in mixing

the neutral B system, this effect could be observed through the asymmetries in

semileptonic decays:

r (thys(t) — €+1/X) -T (thys(t) — E*I/X)
asr, = = (140)
[ (Blys(t) = 6vX) +T (BY (1) = (-vX)
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In terms of ¢ and p,
_ 1—1la/p|"

1+ g/pl
CP violation in mixing has been observed in the neutral K system (Re # 0). In

asy, (141)

the neutral B system, the effect is expected to be small, < O(1072). The reason is
that, model independently, one expects that asp, < Al'g/Amp. The difference in
width is produced by decay channels common to B° and B°. The branching ratios
for such channels are at or below the level of 1073, Since various channels contribute
with differing signs, one expects that their sum does not exceed the individual level.
Hence, we can safely assume that ATz/T'p = O(1072). On the other hand, it is

experimentally known that Amp/I'p &~ 0.7. To calculate ag,, we use (1.41) and

(1.27), and get:
['yo
=3 |—). 1.42
=5 (12) (142

To predict it in a given model, one needs to calculate M5 and I'j5. This involves

large hadronic uncertainties, in particular in the hadronization models for I'y5.

1.4.2 CP violation in decay

=l Y (1.43)

This appears as a result of interference among various terms in the decay am-

plitude, and will not occur unless at least two terms have different weak phases and

different strong phases. CP asymmetries in charged B decays,
(Bt — f*)—T(B™ —= ")
(Bt — fH)+ (B~ — f7)’

are purely an effect of CP violation in decay. In terms of the decay amplitudes,

1— |Ap- A ]?

0 — A= /Ap+

L+ Ay [Ap?

(1.44)

afi =

(1.45)

CP violation in decay has been observed in the neutral K system (Re" # 0). To
calculate a+, we use (1.45) and (1.30). For simplicity, we consider decays with

contributions from two weak phases and with A, < A;. We get:
A+ = —Q(AZ/Al) sin((52 - (51) sin(¢2 - (151) (146)

The magnitude and strong phase of any amplitude involve long distance strong
interaction physics, and our ability to calculate these from first principles is limi-

ted. Thus quantities that depend only on the weak phases are much cleaner than
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those that require knowledge of the relative magnitudes or strong phases of various

amplitude contributions, such as CP violation in decay.

1.4.3 CP violation in the interference between decays with

and without mixing

|)‘fcp| =1, %()‘fcp) 7£ 0. (1'47)

Any As, # £1 is a manifestation of CP violation. The special case (1.47) isolates
the effects of interest since both CP violation in mixing, Eq. (1.38), and in decay,
Eq. (1.43), lead to |As.,| # 1. For the neutral B system, this effect can be observed
by comparing decays into final CP eigenstates of a time-evolving neutral B state

that begins at time zero as B° to those of the state that begins as BO:

. F(]—?ghys(t) — fop) = T(BPs(t) = fop) (1.48)
TP T T(BGya(t) = for) + (Bl (t) = for)
This time dependent asymmetry is given by

(1= | A jepl?) cos(AME) — 23 (N sy ) sin(A M)

Q. = 1.49
fer 1+ |)‘fcp|2 ( )

and, for |As..| =1, Eq. (1.49) simplifies considerably to
Ufep = —S(Afep) sin(Ampt) (1.50)

CP violation in the interference of decays with and without mixing has been observed
for the neutral K system (SJegr # 0). It is expected to be an effect of O(1) in
various B decays. For such cases, the contribution from CP violation in mixing is
clearly negligible. For decays that are dominated by a single CP violating phase (for
example, B — ¢ Kg and K — 7°vi), so that the contribution from CP violation
in decay is also negligible, as., is cleanly interpreted in terms of purely electroweak
parameters. Explicitly, 3(As..) gives the difference between the phase of the B — B
mixing amplitude (2¢p) and twice the phase of the relevant decay amplitude (2¢y)
(see Eq. (1.37)):

SAfor = ~MNfer SIN[2(¢ + &5)]- (1.51)

1.5 Techniques for determining

The angle 8 of the unitarity triangle is defined by:

5 = arg |:_ ‘/Cd‘/;b:| )

— 1.52
ViaVi, (1:52)
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The decay B° — J/¢Ks is the primary source for measurements of sin(23). In
the common phase convention, CP violation is expected to arise mostly from the
mixing, driven by Im(q/p), while the decay amplitude, Im(A/A), is expected to
contribute only a small part. The final state J/¢Kg is a CP eigenstate and its

decay is dominated by only one diagram, shown in Fig. 1.4. For this decay mode

C}\V
b C
Q—(W\< S
aKs
Figure 1.4: Decay diagram at the tree level for B® — J/YKs.

we have

ViV ViV, VEV
MBy — J/WKg) = — [ ot cs b cd 7 €5 1.53
e o) = (i) () (2 (1.53)

Where the first term comes from BY — BY mixing, see Fig. 1.5, the second from the

ratio 4 and the third from the K° - K° mixing.

b d b > t,c,u > d

p t,C,u t C U - = W_ -—

d 1Yy b d é é b
<“gcu <

Figure 1.5: The two diagrams for B; mixing. Although u, ¢ and ¢ quark exchange
are all shown, the ¢t quark plays a dominant role, mainly due to his mass, since the

amplitude of this process grows with the mass of the exchanged fermion

In this case we do not get a phase from the decay part because

A (VaV)*

- =05 1.54

A VaVul (134
is real. The final state is a state of negative C'P, i.e. CP‘J/@/}KS> = —‘J/@/}Kg>.

This introduces an additional minus sign in the result for Im\. Before finishing the

discussion of this final state we need to consider in more detail the presence of the



1.5 Techniques for determining (3 17

Ky in the final state. Since neutral kaons can mix, we pick up another mixing phase.

This term creates a phase given by

(g) _ (Vctivcs)z (1_55)
P/ Kk |‘/cd‘/cs|2,

which is zero. It is necessary to include this term, however, since there are other
formulations of the CKM matrix than Wolfenstein, which have the phase in a differ-
ent location. It is important that the physics predictions not depend on the CKM

convention.

1.5.1 Results on sin 23

The first statistically significant measurements of CP violation in the B system
were made recently by BABAR and BELLE [11]. This enormous achievement was
accomplished using an asymmetric e™e~ collider on the Y(4S5). The measurements

are listed in Table 1.1, along with other previous indications [12].

Table 1.1: Measurements of sin 2/3.

Experiment sin 23
BABAR 0.59 4 0.14 + 0.05
BELLE 0.99 4 0.14 £ 0.06
Average 0.794+0.11
CDF 0.79" 4,
ALEPH 0.847052 +0.16
OPAL 3.27,8 +£0.5

The average value of 0.79 + 0.11 is taken from BABAR and BELLE only. These
two measurements do differ by a sizeable amount, but the confidence level that
they correctly represent the same value is 6%. This value is consistent with what is
expected from the other known constraints on p and n. We have

ﬁ:(l_ﬁ)li— 1 —sin?2p3
sin 23

(1.56)

There is a four fold ambiguity in the translation between sin23 and the linear
constraints in the p — n plane. These occur at 3, 7/2 — 3, 7+ 8 and 37 /2 — . Two

of these constraints are shown in Fig. 1.6. The other two can be viewed by extending
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n
L B S B FRL L | B

1
[BEN

0
P

Figure 1.6: Constraints from sin 23 measurement overlaid with other constraints

from Hocker et al [13]. The inner band is at 1o while the outer band, shown on one
band only, is at 20.

these to negative 17. We think 1 > 0 based only on measurement of ¢ in the neutral
kaon system. This analysis clearly shows that current data are consistent with the
Standard Model.

BTeV will improve significantly on the precision of the sin(23) measurement.
Furthermore, it will be able to remove “ambiguities”. These ambiguities can mask
the effects of new physics.

1.5.2 Other modes for measuring sin(203)

New physics can add differently to the phases in different decay modes if it con-
tributes differently to the relative decay amplitudes A/A. Therefore it is interesting
to measure CP violation in redundant modes. For example, the decay B — ¢Kg
should also measure sin(23). If it is different than that obtained by B® — J/¢Kg,
that would be a strong indication of new physics [14]. Other interesting modes to
check sin(2() are listed in Table 1.2. The branching ratios listed with errors have

been measured [15-17], while those without are theoretical estimates.
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Table 1.2: Other modes useful for cross-checking sin(203)

Decay Mode Branching Ratio

B’ — ¢Kg (4.0 4+2.1)) x 1076
B - DtD- ~ 1073

B — D*t*D- ~ 1073

B — n1K°, (5.94+1.9) x 107°

B — J/¢(x° norn) (3.4+£1.6)x107°

1.6 Techniques for determining «

1.6.1 Introduction

Measuring « is more difficult than measuring S in several respects. First of all, the
decay amplitudes are modulated by V,; rather than V_,, making the overall rates
small. Secondly, the gluonic penguin rates, see Fig. 1.7, are of the same order causing

difficulties in extracting the weak phase angle. The penguin diagrams add a third

Figure 1.7: Penguin diagram for B — 7w+7 .

amplitude to the tree level and mixing amplitudes. It turns out, however, that this
complication can be used to remove discrete ambiguities.
The decay B® — nt7~ has often been cited as a way to measure sin(2a). How-
ever, the penguin pollution mentioned above, makes it difficult to extract the angle.
There is however, a theoretically clean method to determine a.. The interference
between tree and penguin diagrams can be exploited by measuring the time depen-
dent CP violating effects in the decays B® — pm as shown by Snyder and Quinn [18].

There are three such neutral decay modes, listed in Table 1.3, with their respective
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Table 1.3: B® — pr decay modes

Decay Mode Decay Amplitudes
V2A(BT — ptr®) =S, =T + 2P
V2A(BT — p'nt) =8, =T — 2P,

A(BO — p+7T*) =953 =T+ + P+ P
AB® — p~m) =S, =T+ — P, + P,
2A(B® — p°n°) =S5 =T+ + T+ —TH0 — T 2P,

penguin, denoted by P, and tree amplitudes, denoted by 7%, where i lists charge of
the p and j the charge of the . For the p°7° mode, isospin constraints are used to
eliminate 7%. The amplitudes for the charged decays are also given.

For the pm final state, the p decay amplitude can be parameterized as

cos(6)T,

Jm0) = S —i05T,)

(1.57)

where m,, is the p mass of 0.77 GeV and I', the width of 0.15 GeV. 0 is the helicity

decay angle and the cos() dependence arises because the p must be fully polarized

in this decay which starts with a spin-0 B and ends with a spin-1 p and spin-0 7.
The full decay amplitudes for B® — pr — 777~ 7% and the corresponding B°

decay are given by

A(B®) = fTS3+ f~Si+ f°55/2
A(B%) = [f"Ss+f Si+[°S5/2 (1.58)

where the superscript on the f indicates the charge of the p. The sum over the three
neutral B decay amplitudes involves only tree amplitudes; the penguins vanish. The
angle between this sum for B® decays (= T') and the sum for B° (= T)) is precisely
«. Computing the amplitudes gives a series of terms which have both sin(Amit)
and cos(Amt) time dependences and coefficients which depend on both sin(2a) and

cos(2a).

1.7 Techniques for determining v

The angle v could in principle be measured using a CP eigenstate of By decay that

was dominated by the b — w transition. One such decay that has been suggested
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is B, — p’Kg. However, there are the same “penguin pollution” problems as in
B® — 77—, but they are more difficult to resolve in the vector-pseudoscalar final
state, the pseudoscalar-pseudoscalar final state here is 7° K¢, which does not have a

measurable decay vertex. There are two main methods of measuring +.

e Using Time-Dependent CP violation in B, Decays.
The first method uses the decays B; — DfK¥ where a time-dependent CP
violation can result from the interference between the direct decays and the
mixing-induced decays [19-21]. Figure 1.8 shows the two direct decay pro-

cesses for BY.

Vib Vs Ve

i etk

Figure 1.8: Two diagrams for B — DIKT.

e Using Charged B Decay Rates.
Another method for extracting v has been proposed by Atwood, Dunietz

a) N +
L wel K o K
B {_4\ (D")_(/ }n

’ G N, B

B {LI_*W\<U}K_ b~ g}TE_

Figure 1.9: Diagrams for the two interfering processes, (a) B~ — DK~ (color al-
lowed) followed by D° — K7~ (doubly-Cabibbo suppressed), and (b) B~ — DK~
(color suppressed) followed by D° — K~ (Cabibbo allowed).
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and Soni [22], who refined a suggestion by Gronau and Wyler [23]. A large
CP asymmetry can result from the interference of the decays B~ — K~ DY,
D’ — fand B~ — K- D° D" — f, where f is a doubly-Cabibbo suppressed
decay of the D, for example f = KT7n~, K7m, see Fig. 1.9. The overall ampli-
tudes for the two decays are expected to be approximately equal in magnitude,
note that B~ — KDY is color-suppressed and B~ — K ~D° is color-allowed.
The weak phase difference between them is . To observe a CP asymmetry
there must also be a non-zero strong phase between the two amplitudes. It is
necessary to measure the branching ratio B(B~ — K~ f) for at least 2 different

states f in order to determine v up to discrete ambiguities.

1.8 Summary of crucial measurements for CKM
physics

Table 1.4 lists the most important physics quantities and the decay modes that can
be used to measure them. After the three angles «, 5 and v have been measured,
we need to check if they add up to 180°. A discrepancy here would show new
physics. New physics can add differently to the phases in different decay modes
if it contributes differently to the relative decay amplitudes A/A. Therefore it is
interesting to measure CP violation in redundant modes. For example, the decay
B’ — ¢Kjg should also measure sin(243). If it is different than that obtained by
B — J/¢Kg, that would be a strong indication of new physics [14].

Table 1.4: Primary modes useful for measuring CP asymmetries for different CKM

angles
Physics Quantity | Decay Mode
sin(2a) BY — pr — 7hgr 7"
cos(2a) B — pr — 7t~ 7
sign(sin(2a)) B — pm & B® - ntw™
sin(7) By — DEKT
sin(7) B~ — DK~
sin(25) BY — J/yK,
cos(203) BY — J/YK° K% — mlv
cos(203) B — J/YK* & By, — J/vo




Chapter 2

The BTeV experiment at Fermilab

2.1 Introduction

The BTeV physics involves reconstructing a variety of different decay modes of the
B, B,, and other B hadrons and, in many cases, following their time evolution and
tagging the flavor of the parent B at production and at the moment of decay. These
decay modes may involve charged hadrons, charged leptons, photons (prompt or
from 7°’s), and tertiary vertices from the b — ¢ decay chain. In some cases, there
are substantial backgrounds from minimum bias (typical hadronic) events, charm
decays, or other B decays. In many cases, the branching fractions, including any
tertiary decays, are quite small, typically 10~° to 10~7. This, together with the large
background of minimum bias events, demands that BTeV be able to reconstruct
multi-body final states, with good resolution in invariant mass, and to handle very
high rates. In order to carry out the physics program described above, the detector
must have the ability to separate decay vertices from the primary interaction vertex
and to reconstruct secondary B vertices and daughter charm vertices. This requires
a precision vertex detector. It also must be able to measure the time evolution of
decays for time-dependent asymmetry studies. The most demanding requirement is
to be able to follow the very rapid oscillations of the By meson in order to study
CP violation. It must have the ability to distinguish pions, kaons, and protons
from each other to eliminate kinematic reflections that can contaminate signals and
make them difficult to observe. Many key decay modes have 7°’s, ¥’s, or particles
that decay into them, such as p’s or n’s. Leptons, muons and electrons (positrons),
appear in many key final states so good lepton identification is also required. Finally,

many of the detector properties which are needed to isolate and reconstruct signals

23
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are also needed to perform “flavor tagging”. These translate into a basic set of
requirements for the detector, shown in Table 2.1. In the table, there are listed
physics topics, a particular decay mode that can be used to study it, and then
tabulate the key features necessary to reconstruct the signal and perform flavor
tagging where required. It can be seen that in order to carry out this program, the
detector must make a complete characterization of the final state particles. A table
prepared to address the topic of rare decays would have similar characteristics. It
should be clear that a device with these properties, combined with a very powerful
and inclusive trigger system for B decays and a high speed data analysis system,

can address a very large range of topics.

2.2 Geometry and strategy of the experiment

The physics of hadronic beauty and charm production plays a major role in the
design of BTeV. In hadron colliders all B species, By, B,, B, b-baryons, and even
B, mesons, are produced at the same time. This allows one to carry out a very
large number of interesting studies and to look for unexpected phenomena since the

detector is both powerful and flexible, especially in the area of triggering.

2.2.1 The bb production cross-section

It is customary to characterize heavy quark production in hadron collisions with two

variables, the momentum transverse to the beams, p;, and the rapidity,

1 E—|—p|>
=—In , 2.1
v=1 (E_p” 1)

where E is the particle’s energy and py is its longitudinal momentum. Often, the

pseudorapidity 7
n=—In(tan(6/2)) (2.2)

where 6 is the angle of the particle with respect to the beam direction, is used for
the longitudinal variable since this variable is independent of the particle’s mass.
The pp production of b quarks has been measured in the Tevatron at a center-
of-mass energy of 1.8 TeV in the central rapidity region |n| < 1 by CDF [24] and DO
[25], and in the forward region 3.2 > y > 2.4 by D0 [26]. Both CDF and DO find
that the bb production cross-section in the central region is underestimated by the
Mangano, Nason and Ridolfi (MNR) next-to-leading order QCD calculation [27] by
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Table 2.1: Some crucial measurements and corresponding detector requirements. In
order to separate signals and background, all studies in BTeV need good primary and
secondary vertex resolution, which is equivalent to a requirement on the resolution
in proper time, 7, of a small fraction of the B lifetime. The requirement of “superb
7 resolution”, referred to in this table, means resolution which is a small fraction
of the expected period for B, mixing and is a much more stringent requirement.
The “lepton id” is checked where it is used to extract the signal decay, although it

participates in most of the other studies via lepton flavor tagging.

Physics Decay Mode Detector Property

Quantity Vertex | K/7 y superb | lep-
trigger | separa | detect | 7 reso- | ton

tion tion | lution | id

sin(2a) B® — pmr — 7mra7° Vv Vv Vv

cos(2a) B — pr =t 7® Vi Vi Vi

sign(sin(2a)) | B® — pmr, B® — 77~ v Vv v

sin(7) B, — DK~ Vv vi v

sin(7) Bt — DK™ Vv Vv

sin(7) B — Kr Vv Vv Vv

sin(7y) B—ntn By — KTK~ vV V V

sin(2x) B, = J /v, Jfibn vivI|iv]v|v

sin(23) B — J/YK, Vv

sin(26) B = 6K, 0Ky, T/ v I vV v

cos(203) B — J/YK*, B, — J/é V

T By — Dy~ V Vv Vv

AT for By By — J/yn', KT K~, Dyw~ Vv Vv Vv Vv

a factor of approximately two. Since the QCD calculation predicts a cross-section
of 50 ub, when integrated over n and p;, using the data in the central regions leads
to a total bb production cross-section of 100 pub. The DO central and forward data

are shown in Fig. 2.1.

The fact that the production cross section for states containing b-quarks is

~1/500 of the total cross section has strong implications for the design of the ex-
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Figure 2.1: The bb cross-section as a function of the rapidity of muons from b decay,
y*, measured by DO for both the forward and central rapidity regions, using muons
from b decays with p; > 5 GeV/c. The solid curve is the prediction of the next-to-
leading order QCD calculation for a b-quark mass of 4.75 GeV. The dashed curves

represent the estimated theoretical 1o error band.

periment. It means that the experiment must have a very good trigger to reject
the very large number of typical interactions which involve only light quarks. It
further means that the experiment will have to handle very high particle fluxes, and
tolerate very high radiation doses, if it is going to get reasonable samples of the
key decay modes it wants to study, especially given the well-known fact that the B

decay modes most interesting for CP studies have rather small branching fractions.

2.2.2 Characteristics of hadronic b production

The dominant mechanism for b quark production at the Tevatron is believed to be
gluon-gluon fusion. Whenever the two gluons have different Feynman-z, the center of
mass of the produced b—b pair is boosted along the direction of the higher momentum
gluon. According to both simple arguments and detailed QCD calculations, the
b’s are produced approximately “uniformly” in 1 and have a truncated transverse
momentum (p;) spectrum, characterized by a mean value approximately equal to
the B mass [28]. The distribution in 7 is shown in Fig. 2.2.

There is a strong correlation between the B momentum and 7. Shown in Fig. 2.3
is the v of the B hadron versus n from the Monte Carlo physics generator Pythia
at /s = 2 TeV. It can clearly be seen that near n of zero, 5y &~ 1, while at larger

values of ||, B can easily reach values of 6. This is important because the observed
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decay length varies with v and, furthermore, the absolute momenta of the decay

products are larger allowing for a suppression of the multiple scattering error.

Since the detector design is somewhat dependent on the Monte Carlo generated b
production distributions, it is important to check that the correlations between the b
and the b are adequately reproduced. Figure 2.4 shows the azimuthal opening angle
distribution between a muon from a b quark decay and the b jet as measured by
CDF [29] and compares it with the MNR next-to-leading order QCD predictions [27].

The MNR model does a good job representing the shape, which shows a strong
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Figure 2.4: The differential §¢ cross-sections for p > 9 GeV/c, |n*| <0.6, B >10
GeV, 77’_" < 1.5 compared with theoretical predictions. The data points have a
common systematic uncertainty of +9.5%. The uncertainty in the theory curve

arises from the error on the muonic branching ratio and the uncertainty in the

fragmentation model.

back-to-back correlation. The normalization is about a factor of two higher in the
data than the theory, which is generally true of CDF and DO b cross-section mea-
surements.

The “flat” n distribution hides an important correlation of bb production at
hadronic colliders. In Fig. 2.5 the production angle of the hadron containing the b
quark is plotted versus the production angle of the hadron containing the b quark.
Here zero degrees represents the direction of the incident proton and 180 degrees,
the incident anti-proton. There is a very strong correlation in the proton or the anti-
proton directions: when the B is forward the B is also forward. This correlation
between B and B production is not present in the central region (near 90 degrees).
This is a result of the underlying physics of gluon-gluon collisions described above.

In the forward direction, this correlation is crucial to carry out studies that
involve flavor tagging. For many B decay studies that involve mixing, it is necessary
to determine the flavor of the signal B hadron at the moment of production. One
way to do this is to determine the flavor of the “other” B hadron. Because of the
correlated nature of the b-quark production, both B hadrons will be boosted in the

same direction and therefore the signal and the tagging decay products will appear
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Figure 2.5: The production angle (in degrees) for the hadron containing the b quark
plotted versus the production angle for the hadron containing the b quark in the

same event, from the Pythia Monte Carlo generator.

in the same “arm”.

Thus, the forward direction at the Tevatron has a lot of striking advantages.
First of all, there is a large cross-section for the production of correlated bb pairs.
Secondly, the B hadrons that are formed have relatively large momenta, on average
30 GeV/c, and their decay products are not too badly affected by Multiple Coulomb
Scattering. This allows to make precision measurements of their spatial origins, so
it is possible to determine if they arise from B hadrons that traveled on the order of
several mm prior to their decay. Furthermore the geometry is very natural for certain
aspects of detector technology that significantly enhance the physics performance.
For example, a Ring Imaging Cherenkov detector using a gas radiator matches the
3-70 GeV/c momentum range for B decay products. The Cherenkov photons can
be detected using a relatively small area array of photomultiplier tubes or Hybrid
PhotoDiodes(HPDs). Powerful particle identification is essential for high sensitivity
b experiments. Another example is the ability to put the silicon pixel vertex detector
inside the main beam vacuum. Precision detection of the B decay vertices is crucial

for the trigger and in rejecting backgrounds.
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Charm production is similar to b production but has a much larger cross section.
Current theoretical estimates are that charm is 1-2% of the total pp cross-section.
The cross section is even more strongly peaked in the forward direction because the
average transverse momentum is of the order of only 1.5 GeV/c. The charm cross
section has never been measured because experiments with good acceptance in the
central region have very low efficiency for triggering and reconstructing charm. The
favorable kinematics in the forward direction gives BTeV a very high efficiency for

reconstructing charm.

2.3 Detector description

The BTeV detector will cover the angular region from 10 mr to 300 mr relative to
the proton beam and from 10 mr to 300 mr relative to the anti-proton beam. Each
angular region is covered by an “arm” of the spectrometer. In the first phase of
data taking only one “arm” will be instrumented but will be left room to permit
the installation of components on the “uninstrumented side” later on. The single
“arm” design is capable of carrying out the full program of measurements albeit on
a longer time scale. Figure 2.6 shows the full detector as originally proposed. A
schematic of the Phase 1 detector is shown in Fig. 2.7.
The key design features of BTeV include:

A dipole located on the IR, which permits BTeV to have an effective “two

arm” acceptance. In Phase 1, only one arm is instrumented.
e A precision vertex detector based on planar pixel arrays;

e A detached vertex trigger at Level 1 which makes BTeV efficient for most final

states, including purely hadronic modes;

e Precision tracking using straw tubes and silicon microstrip detectors, which

provide excellent momentum and mass resolution out to 300 mr;

e Excellent particle identification using a Ring Imaging Cherenkov Detector
(RICH). The RICH provides hadron identification from 3-70 GeV and lep-
ton identification from 3-20 GeV, out to the full aperture of 300 mr, which
is crucial since the muon detector and calorimeter do not cover the full solid

angle.
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Figure 2.6: Layout of original BTeV/C0 detector (both arms fully instrumented)

e A high quality PbWO, electromagnetic calorimeter, covering 200 mr, capa-
ble of reconstructing final states with single photons, 7%’s, n’s or n'’s, and
identifying electrons;

e Excellent identification of muons out to 200 mr using a dedicated detector
consisting of a steel toroid instrumented with proportional tubes. This system

has the ability to supply a dimuon trigger;

e A very high speed and high throughput data acquisition system which elimi-
nates the need to tune the experiment to specific final states.
2.4 BTeV analysis magnet

BTev will use an existing magnet already used for other experiments at Fermilab.

Modifications will be done to increase the value of the magnetic field in the central
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Figure 2.7: Layout of BTeV phase 1 detector (only one arm instrumented)

region from 0.8 to 1.5 Tesla, and an integrated dipole field of 5.0 T-m. The magnet
will be oriented so that charged particles are deflected in the vertical plane. The
properties of the magnet are listed in Table 2.2. The vertical deflection of the
Tevatron beam by the vertex magnet is compensated by two conventional dipoles

at each end of the spectrometer.

The magnet is centered on the interaction region thus creating the potential
for two forward spectrometers. In this central dipole geometry, there is a strong
magnetic field at the vertex detector. Because of the excellent spatial resolution of
the vertex detector, it is possible to get a crude measurement of the track momentum
using the vertex detector alone. This measurement can be used to reject tracks at
the trigger level that are of such low momentum that multiple Coulomb scattering

errors make their assignment to a vertex uncertain.
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Table 2.2: BTeV/CO0 vertex dipole properties

Property Value Comment

fB X dl 5.0 T-m | 2.5 T-m on each
side of center of IR

Central Field 1.5 Tesla

Steel Length 3.2m

Overall length 5.3 m

Magnet Vert. aperture | +0.3 rad
Magnet Horz. aperture | 0.3 rad

2.5 Pixel vertex detector

2.5.1 Introduction

The vertex detector is critical to the success of BTeV. The key goals of the detector
are excellent spatial resolution, ease of tracking pattern recognition, radiation hard-
ness, material thinness, and readout of data fast enough for use in the lowest-level
BTeV trigger system. The detector design has been guided by these goals, as will

be described in the sections below.

2.5.2 Overview of the vertex detector

The baseline vertex detector consists of a regular array of 30 “stations” of “planar”
silicon pixel detectors distributed along the interaction region (Fig. 2.8). Each sta-
tion contains one plane with the narrow pixel dimension vertical, and one with the
narrow dimension horizontal. The stations are split, having a top half and a bottom
half. The top half-stations are positioned at regular intervals along the beam, and
the bottom halves are similarly positioned, but midway between the top stations.
This allows for possible overlap of half-planes with a variable-sized, small hole left
for the beams to pass through. Table 2.3 summarizes the properties of the pixel
detector.

The vertex detector contains nearly twenty-two million rectangular pixels, each
50 pm x 400 pm. Each sensor pixel is read out by a dedicated electronics cell.
The sensor pixel and the readout cell are connected by a “bump bond.” The basic

building block of the detector is a hybrid assembly consisting of a sensor, a number of
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Figure 2.8: Schematic drawing of the pixel detector.

readout chips, and a flexible printed circuit (a high-density interconnect, HDI) which
carries I/O signals and power. The sensors are variously sized to accept variable
numbers of readout chips to make the required half-plane shape. Each readout chip
is “flip-chip” mated to 22 columns of 128 rows of pixels on the sensors, corresponding
to 2,816 active channels per readout chip. Each readout chip covers an active area
approximately 0.64 cm x 0.92 cm. To avoid any dead space between adjoining
readout chips, the pixels on the sensors corresponding to the edge of the readout
chip (first and last column) are extended to 600 pm. These hybrid assemblies
are supported by a movable carbon substrate that allows the pixel sensors to be
positioned a safe distance away from the beam-line until stable conditions have been
established in the Tevatron, at which point they are moved as close to the beam-line
as radiation damage considerations will allow. This substrate also provides cooling
for the readout electronics.

Figure 2.9 shows a conceptual design for the aluminum vacuum vessel and carbon
support structure for the pixel detector. The vessel is a rectangular box with a length
of ~ 165 cm and a height of ~ 83 cm. Particles within the 300 mrad acceptance of

the spectrometer traverse only the pixel stations and the 0.75 mm thick exit window.
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Table 2.3: Pixel vertex detector properties

Property

Value

Pixel size

Outer Plane Dimensions
Central Square Hole (ad-
justable)

Total Planes

Total Stations

Pixel Orientations (per sta-

tion)

Separation of Stations
Sensor Thickness

Readout Chip Thickness
Total Radiation
Length (incl. rf shielding)
Total Pixels

Total Silicon Area

Readout

Station

Trigger

Rate Requirements

Noise Requirement

Resolution

Radiation Tolerance

Power per Pixel

Operating Temperature

rectangular: (50 x 400) pm
(10 x 10) cm

nominal setting: (12 x 12) mm

60

30

one with narrow pixel dimension ver-
tical and the other with narrow di-
mension horizontal

4.25 cm

250 pm

200 pm

2.5%

2.2 x 107

~ 0.6 m?

analog (almost 3 bits, i.e., 7 thresh-
olds)

Signals are used in Level I trigger.
Time between beam crossings is 132
ns.

desired: < 107% per channel-crossing
required: < 107° per channel-
crossing

better than 9pm

> 6 x 10" particles/cm?

~60 pWatt

~-5 °C

The carbon substrate will be attached to a support frame made out of carbon fibers.

Its position will be controlled by motors located just outside the vacuum vessel.
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Figure 2.9: Side view of the vacuum vessel and support structure for the pixel
detector. The pixel stations are mounted in two halves. Each half sits in a vacuum
enclosure separated from the beam by a thin rf shield. Signals are fed through the
vacuum vessel via printed circuit boards with high density connectors. Also shown
in the figure are actuators and a bellows structure to allow the detectors to be moved

in and out of the beam during data-taking and beam refill.

2.5.3 Spatial resolution

BTeV test-beam studies, performed with prototype sensors and readout having pixel
sizes of 50 pum by 400 um, have demonstrated a spatial resolution between 5 and 9 pm
in the narrow dimension, depending on the track angle of incidence (see Fig. 2.10).
The solid line shows the resolution function (Gaussian) used for the Monte Carlo
studies. The figure shows both the resolution obtained using 8-bit charge informa-
tion directly, and also the resolution obtained by degrading the pulse height to 2-bits
of information. This result confirms the prediction of the simulations: that excellent
resolution can be obtained using charge sharing, even with very coarse digitization.
Based on these results it has been decided that the BTeV readout chip will have
a 3-bit FADC in each pixel cell. This will provide excellent spatial resolution. In
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Figure 2.10: Resolution as a function of the angle of the incident beam for both
2-bit and 8-bit ADC readouts. The lines are piecewise linear fits to a simulation of

the resolution.

addition, the actual pulse heights may be used to indicate the presence of d-rays or

vy conversions.

The single hit resolution is made possible by the choice of pixel size and a rel-
atively low threshold for readout (approximately 2500 input electrons equivalent
compared to about 24000 electrons for a minimum ionizing track at normal inci-
dence for the devices tested). Relatively low dispersion of the thresholds across the
chip and low noise in each pixel make the low readout threshold possible. Given

the 132 ns beam crossing interval of the Tevatron, time slewing in the chips will
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not be a problem. The above performance is for unirradiated devices thus, to mini-
mize effects of radiation damage during the lifetime of the detectors, the pixels will
operate at a temperature of about —5 °C. Mounting stability and the necessary
pixel alignment, using actual tracks in the final location, will be important to avoid
serious degradation of this good resolution.

In order to have also a good track resolution the material in all the components
of the system is reduced to the minimum to minimize the multiple scattering. In
addition to making the components of the detector proper as thin as possible (see
Table 2.3), we allow only a thin membrane between the pixel detector and the
beams. Thus, the pixel detector will sit in a secondary vacuum with only a thin
aluminum rf shield between that vacuum and the accelerator vacuum. The very
close proximity to the interaction region and the spacing between pixel planes is
kept to a minimum to reduce the extrapolation distances to vertices, both primary
and secondary. All these parameters have been optimized using detailed (MCFast
and GEANT) simulations.

2.5.4 Pattern recognition capability

The early choice of pixel technology for the BTeV vertex detector was based, in
part, on the space point information that it provides which will help in pattern
recognition. Figure 2.11 comes from the 1999 beam-test of BTeV prototype pixel
detectors, and shows the power of space points in reconstructing high density tracks.
There, an interaction in a carbon target a few mm upstream of the first pixel plane

leads to seven tracks reconstructed in much less than 1 cm?

, a density an order of
magnitude more than typical for BTeV.

The pattern recognition capability benefits enormously from the low occupancy,
averaging slightly above 1 track per B event in the highest rate readout chip. In
addition, the stretching of edge pixels and the shingled mounting (like the lapped
wooden siding on a house) of the multichip pixel modules provide complete coverage
within the nominal plane acceptance. The regular spacing of planes along the beam

also eases the job of the Level 1 trigger.

2.5.5 Radiation hardness

The silicon sensors are based on n+/n/p technology as developed by LHC experi-
ments. The latest readout chips are manufactured with deep sub-micron (0.25 pm)

CMOS technology, an inherently radiation-tolerant process, once enclosed-geometry
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Figure 2.11: Multiparticle interaction observed in Fermilab beam-test. The length
of each hit is proportional to the pulse height. The straight lines represent fits to
the outgoing tracks.

transistors and appropriate guard ring designs are used. Tests have been made with
irradiations up to 0.4 x 10" 200 MeV protons per cm? equivalent for sensors (about
20 MRad) and 0.74 x 10" 200 MeV protons per cm? (equivalent to 43 MRad) for
readout chips [30]. These tests show acceptable operation of sensors based on cur-
rent and capacitance curves vs applied bias voltage, in terms of leakage current,
required depletion voltage, and breakdown voltage [31]. The readout chips in deep
sub-micron technology appear to be even more radiation-hard. Radiation damage
does not seriously affect noise, threshold dispersion, etc. up to these irradiation
levels. These irradiation results will be augmented with charge collection and other
tests in the test-beam as soon as the beam will be available this year. In addition,
the measured rates of single event upset are low enough to be handled easily. No
evidence of more serious single event effects has been seen. In addition, the plan is
to operate the pixel detector at about -5 °C. This will mitigate problems with charge

trapping and reverse annealing (the variation in depletion voltage with time).
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2.5.6 Readout speed

The pixel readout is data-driven. That is, the readout occurs as soon as data are
ready on the readout chip. The token passing from row to row, which is an important
part, of the potential readout speed, is very fast (0.125 ns per row), and this starts
in parallel in all columns. The readout rate allows us to move all the data off chip
with negligible loss of data, even if the amount of data is three times that projected

for the nominal luminosity of 2 x 1032 cm =251

. Data output is serialized, but uses a
number of parallel readout paths selectable for each readout chip. The data coming
off the chip are already highly sparsified, since only pixels above threshold are read
out. Sorting out the data and assembling events is done external to the detector in

large buffer memories.

2.5.7 Physics capability

Figure 2.12 shows the distribution of L/o(L), which is the normalized detach-
ment between the primary vertex and the B decay vertex, for reconstructed decays
Bs; — Dy K*, where, D; — ¢~ and ¢ — KTK~. The mean value is 44 standard

deviations. Figure 2.13 shows the L-resolution and the proper time resolution for
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Figure 2.12: Normalized detachment, L/o(L), between the primary vertex and the
decay vertex for the decay By — Dy K.
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Figure 2.13: Top) The resolution in L, the separation between the primary and
secondary vertex. The quantity plotted is the difference between the Monte Carlo
generated separation Lg., and the reconstructed separation L,.., for the By decay.
The X- axis is in cm. The L resolution is 138 pm; and bottom) resolution in proper
time. The quantity plotted is the Monte Carlo generated proper time t,., minus
the reconstructed proper time, t,.. of the B, decay. The X-axis is picoseconds (1073

nanoseconds). The proper time resolution is 46 fs.

the B, decay. The resolution in proper time is 46 fs even for this complex multibody
decay containing a tertiary vertex (the D decay). This can be compared with the
B; lifetime of ~1500 fs or the By mixing period of ~400 fs if x, is about 25. It is

clear that the BTeV vertex detector has abundant resolution to carry out detailed
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time-dependent analysis even if the B; were to have a surprisingly high oscillation

frequency.

2.6 Forward tracking system

2.6.1 Introduction

The major functions of the forward charged particle tracking system are to provide
high precision momentum measurements for tracks found in the pixel system, to
reconstruct and measure all parameters for tracks which do not pass through the
vertex detector (such as K, and A° daughter tracks), and to project tracks into
the RICH counters, EM calorimeters, and Muon detectors. Measurements from the
forward tracking system are also used on-line in the Level 3 trigger, as explained

below.

General description

The baseline forward tracking system consists of 7 stations in one arm, placed trans-
versely to the beam at various distances from the interaction point. Three stations
are placed inside the dipole magnet, three stations in the low field region just up-
stream of the RICH, and one station just downstream of the RICH. The entire
system extends over a distance of ~7 m and provides polar angle coverage from
approximately 10 mr up to 300 mr.

The design of the forward tracking system has been driven by the high density of
tracks produced in the forward direction, especially with multiple interactions per
crossing. Two different types of detectors are used. Most of the solid angle is instru-
mented using straw tube drift chambers. Straws have been chosen because they can
be used to make large chambers with small cell size, and because they are immune
to catastrophic failure of an entire detector from a single wire break. The central
region close to the beam 1is instead instrumented with silicon microstrip detectors
because the track density requires a detector with high granularity. Tables 2.4
and 2.5 list all the geometric parameters and the main characteristics of the forward
tracker. This forward tracking system configuration has sufficient segmentation to
handle the high hit multiplicities that are expected when bb events are produced in
the forward region along with minimum bias events. Figure 2.14 shows occupancies
in the straw tracker predicted by BTeVGeant for the case in which a bb event is

-2

produced at the design luminosity of 2x103? cm ™2 s~!. The maximum occupancy
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Table 2.4: Properties of the baseline forward silicon tracker (1 arm)

Readout

Property Value

Si-sensors ~ 7 x 7 cm?2, p-on-n type
Pitch 100 pm

Thickness 200 pm

Sensor configuration | 4 ladders of 4 sensors

Coverage 27cm x 27cm

Central hole 5.4 cm x 5.4 cm (7 cm X 7 cm in last station)
Total stations 7

Z positions (cm) 99, 142, 200, 292, 336, 386, 729
Views per station 3(X,U,V)

Channels per view ~5,600

Total channels ~127,600

sparsified binary

Table 2.5: Properties of the baseline forward straw tracker (1 arm)

Property

Value

Straw size

Central hole

Total Stations

Z positions (cm)

Half size (cm)

Views per station
Layers per view

Total number of straws
Total station thickness
Total channels
Readout

4 mm diameter

27 cm X 27 ¢cm

7

95, 138, 196, 288, 332, 382, 725
27, 41, 61, 88, 102, 116, 204

3 (X,U,V)

3

29,088

0.6% X,

58,176

ASD + timing chip (6 bits), sparsified

is 4% in the silicon strip detectors, which have 40 times finer pitch than the straw

chambers.
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Figure 2.14: Occupancies in the first station of straws, Station 1, and the station
just upstream of the EM Calorimeter, Station 7, when a bb event is produced at

2 =1, The two histograms on the left are for

the design luminosity of 2 x103% cm™
X-view straws, while those on the right are for U-view straws. The V-views have

identical occupancies to the U-views.

Forward tracker performance

The system just described ensures excellent tracking performance over the full accep-
tance of the forward spectrometer. Figure 2.15 shows the expected average fractional
momentum resolution for b decay products as a function of track momentum and of
the track production angle with respect to the beam axis. For these histograms, an
effective position resolution of ox v = 150 pm was assumed for each view of the

straws and a resolution of ox yy = 29 pm assumed for the silicon strip detectors.
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Figure 2.15: Momentum resolution as a function of track momentum (upper plot)

and as a function of polar production angle (lower plot) for b decay products.

2.6.2 Forward silicon tracker
Detector description and layout

The strip detector consists of stations with three planes of 200 pym thick single-sided
silicon microstrip detectors with 100 gum pitch. The silicon sensors, which have

an area of 7 x 7 cm?

, are arranged in ladders of 4 daisy-chained sensors each in
such a way that four adjacent ladders form a plane as illustrated in Fig. 2.16. The
ladders are mounted on a low mass carbon fiber support which is designed to ensure

a relative proper alignment among all the elements of the plane.
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Figure 2.16: Sketch of a silicon detector plane. It consists of 4 ladders of four daisy-
chained Si-sensors. The two pairs of sensors on each ladder are read out separately
by the front-end electronic chips placed at the two ends of the same ladder. There
is some overlap between adjacent ladders to ensure good efficiency over the entire

plane. Dimensions are in centimeters.

Three views, called X, U and V', are provided by rotating two of the planes. The
two stereo views, U and V, are at £ 11.3° around the Y bend coordinate. Each
plane consists of about 5,600 readout channels; the entire system of 7 stations has
about 128,000 channels in total (1 arm).

The Si-sensors are of the standard p-on-n type, with multiple guard rings to allow
high voltage operation. The front-end electronics is distributed along the two oppo-
site edges of each plane where it is cooled by a fluid circulating in a duct embedded
in the support structure around the periphery of the plane.

The preamplifier chips are AC coupled to the strips by means of capacitors directly
integrated on the sensors. Each channel is read out in binary mode providing a
o = 100 um/\/ﬁ: 29 pm resolution.
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Radiation issues

In BTeV the radiation level at the silicon detectors decreases rapidly with increasing
distance from the beam. Important radiation damage effects will be confined to a
small region closest to the beam line and at the station closest to the interaction
region. As shown in Fig. 2.17, the maximum value of the fluency is expected to be
~ 1.6 x 10' particles/cm?/year, given a luminosity of 2 X103 ¢cm 2 s~1. This is a
relatively low radiation dose that can affect at most a minor portion of the detector

close to the beam after several years of operation.
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Figure 2.17: Radiation dose as a function of position in forward silicon tracker
station # 1. The horizontal magnetic field concentrates more particles above and
below the square central beam hole than on either side.
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Readout electronics

Even given the low occupancy expected in the Forward Silicon Tracker, the output
bandwidth required to read out all hit information from every crossing is higher
than is provided by any silicon strip detector (SSD) readout chip. For this reason
a new readout chip with very high readout bandwidth has been developed at the
universities of Pavia and Bergamo in collaboration with Fermilab. The new pream-
plifier features an ENC ~800 e~ for semi-Gaussian shaping with 60 ns peaking time
and a capacitive load at the input of ~20 pF, as expected for our longest strips.
The binary readout is a simplified version of the readout scheme implemented in
the FPIX2 pixel readout chip. The SSD readout chips are designed to interface to
the same electronics employed to read out pixel chips. The new readout chip is im-
plemented using 0.25 pm CMOS technology, following the radiation tolerant design
rules developed for the FPIX2 design.

2.6.3 Forward straw tracker
Detector description and layout

The forward straw tube tracker consists of stations that provide 3 coordinate mea-
surements, X, U and V', where the two stereo views, U and V', are at + 11.3° around
the Y bend coordinate, same as in the forward silicon detector. With three layers
per view, this configuration provides excellent resolution in the bend plane while
maintaining a robust ability to reject ghost combinations of hits. It has sufficient
redundancy to achieve a high detection efficiency and to resolve the left /right ambi-
guity a very large fraction of the time. The unit of construction is the “half-view”,
itself composed of a number of 48 straw modules. Two half-views fit around the
beam-pipe to make up a single view. All the sense wires for the straw cells that do
not terminate at the central hole are divided electrically using a small glass capillary.
This cuts the occupancy rates in half. In addition, within a 27 cm square region of
silicon strips, all straw sense wires are deadened by using two glass capillary beads
to isolate the central section of the sense wire. This is done to lower the straw
occupancy rates. The time between bunch crossings in the Tevatron will be 132 ns
by the time BTeV is operational. This time allows the use of standard gases like
Argon-Ethane or Argon-CO,, which have drift times in the 4mm straws on the order
of 60 ns.
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Front end electronics and drift time measurement

The straw tube chambers will be instrumented using electronics developed by the
University of Pennsylvania [32]. These radiation hard integrated circuits include
high gain preamplifiers, pole-zero networks for pulse shaping and ion-tail cancella-
tion, and leading edge discriminators.

The drift time will be measured using digital TDC’s. The information from the
straw tracker is digitized and read out for every crossing. A six-bit single-hit TDC,
with 1.5 ns wide bins covering 96 ns, will provide a drift distance measurement

precision better than 100 pm.

2.7 Charged particle identification

Excellent charged hadron particle identification is a critical component of a heavy
quark experiment. Even for a spectrometer with the excellent mass resolution of
BTeV, there are kinematic regions where signals from one final state will overlap
those of another final state. For example, B, — D;K~ signal must be distinguished
from By — Dym~ background in order to measure the CKM phase . These ambi-
guities can be eliminated almost entirely by the BTeV RICH detector.

2.7.1 Requirements

In the design of any particle identification system, the dominant consideration is the
momentum range over which efficient separation of the various charged hadron types
—m, K, and p — must be provided. In BTeV, the physics goal which sets the upper
end of the momentum requirement is the desire to cleanly separate B — mtm~
from B} — K*tn~ and B? — K"K . These two-body decays produce reasonably
high momentum pions and kaons. Figure 2.18 shows the momentum distribution of
pions from the decay B9 — n" 7~ for the case where the two particles are within the
spectrometer’s acceptance. The low momentum requirement is defined by having
high efficiency for “tagging” kaons from generic B decays. Since these kaons come
mainly from daughter D-mesons in multibody final state B-decays, they typically
have much lower momentum than the particles in two body decays. Figure 2.19
shows the momentum distribution of tagging kaons for the case where the signal
particles are within the geometric acceptance of the spectrometer. About 1/5 of
the tagging kaons never exit the end of the spectrometer dipole. Almost all kaons

exiting the dipole have momenta above 3 GeV. The momentum range required for
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Figure 2.19: The momentum distribution of “tagging” kaons for the case where the

signal particles ()K?) are within the geometric acceptance of the spectrometer.
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the particle identification is then
3 GGV/C < Pparticle a <~ 70 GGV/C (23)

Finally, kaons and pions from directly produced charm decays have momenta
which are not very different from the kaons from B-decays. The range set by the

B-physics requirements is a reasonable, if not optimal, choice also for charm physics.

2.7.2 RICH radiators

Because of the large particle momenta there is really only one choice of detector
technology: a gaseous ring-imaging Cherenkov counter. Pions and kaons can be
separated in the required momentum region with a single gas radiator. The gas
used is C4Fg which has an index of refraction of 1.00138 in the visible range. The
momentum dependence of the Cherenkov angle for pions, kaons and protons in
this gas is shown in Fig. 2.20. Note that below about 9 GeV, no gas can provide
K /p separation and that, since kaons are below threshold, the RICH operates in a
threshold mode for (K or p) vs. m separation. In order to improve identification of

low momentum particles there is also a liquid radiator. The selected liquid, C5Fs,
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Figure 2.20: Cherenkov angles for various particle species as a function of particle

momentum for C,Fy and liquid C5F;5 (n = 1.24) radiators.
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has an index of refraction of 1.24. This produces an intense Cherenkov rings even

from a very thin layer of liquid.

2.7.3 RICH dimensions

The RICH detector is located behind the tracking chambers just outside the central
dipole magnet, about 4 meters away from the interaction point. The length of the
RICH detector must be less than 3 meters to allow sufficient space for the EM

calorimeter and the muon system.

The liquid radiator with thickness of about 1 cm will be mounted at the entrance
to the RICH vessel. It will cover the entire RICH entrance window, except for a
rectangular square around the beam-pipe. The liquid is supported by a 3 mm thick
carbon fiber backplane and a 3 mm thick quartz window (for radiation hardness).
Spherical mirrors at the end of the gas volume reflect Cherenkov photons, radiated
in the C4F;y and focus them into rings at the photo-detection surface.
The geometry of the RICH detector is shown in Fig. 2.21.
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Figure 2.21: BTeV RICH geometry outline. Note the position of the CsF5 on the

upstream window and the location of the HPD and photomultiplier sensor planes.
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2.7.4 Photo-detectors

Because of the open geometry of the forward spectrometer and the availability of
space to install shielding to protect detection elements from the fringe field of the
BTeV analysis magnet, arrays of photo-multipliers (PMT) and hybrid photo-diodes
(HPD) are used to detect the Cherenkov light emitted in the detector. The photons
from the liquid radiator are detected on the PMTs on the sides, the top, and the
bottom of the counter and the HPD plane only needs to be sized to detect the
photons radiated in the C,F;y gas volume, see Fig. 2.22.
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Figure 2.22: Outline of the important RICH components.
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2.8 Electromagnetic calorimeter

2.8.1 Introduction

A thorough investigation of B decays requires the ability to study decay modes
containing single photons, 7°’s, n’s and electrons. Furthermore, the identification
of electrons is useful to reconstruct J/¢ decays and to identify semileptonic decays,
both for their intrinsic physics interest and as “flavor tags” for mixing and CP
violation studies. Some of the important decay modes for BTeV include: B° —
(pm)® = 7t~ 7% B® — ¢, and +7, semileptonic decays, and B — K**y and p%y.

The calorimeter is made of PbWO, crystals. This technology has been developed
for high energy physics by CMS. The choice of lead tungstate is based on several

considerations:

e [t satisfies the requirements on energy and spatial resolution. Blocks of ap-

propriate transverse and longitudinal size can be manufactured.

e This material is very resistant to radiation damage, especially when doped
with either Nb or La.

e It is fast — crystals deliver 99% of their light output within 100 ns, which is

safely less than the bunch crossing time of 132 ns at the Tevatron.

The properties of PbWO, which are important for the calorimeter are given in
Table 2.6.

Table 2.6: Properties of PbWO,

Property Value
Density (g/cm?) 8.28
Radiation Length (cm) 0.89
Interaction Length (cm) 22.4
Light Decay Time (ns): 5(39%)
15(60%)
100(1%)
Refractive Index 2.30
Maximum of emission (nm) 440
Temperature Coefficient (%/°C) -2
Light output/Nal(T1) (%) 1.3
Light output (pe/MeV into a 2” PMT) | 10
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2.8.2 Description of the BTeV calorimeter

The crystals are 220 mm long and 28 mmx28 mm in cross section at the rear
face. They are slightly tapered to point toward the interaction region to provide a
projective geometry. Figure 2.23 shows a representation of the calorimeter, with the
crystal hits displayed, for an event generated with GEANT containing a B® — p°x°
decay. The two photons from the 7° decay are indicated by the circles. One photon
has 19.3 GeV of energy, while the other has 2.4 GeV. The minimum energy displayed

per crystal is 10 MeV. This corresponds to the minimum energy crystal that we use

Figure 2.23: The energies in the PbWO, calorimeter (one arm) for an event con-
taining two photons from the decay sequence B — p’7% 7% — ~v. The photons
of energies 19.3 and 2.4 GeV are surrounded by circles. All energies above 10 MeV

are shown, with the height of line proportional to the energy.
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in measuring the shower energy. It can be seen even from this one event that there

is much more activity near the beam line than further out in radius.

The EMC is far away from the magnetic field thus allowing the use of photo-
multiplier tubes to read out the calorimeter. The output of the PMT will go to a
modified QIE chip [33] located near the photomultiplier base, but outside the region
of intense radiation. This chip provides a digitized charge output for each beam
crossing. The expected light output is 5000 photoelectrons at 1 GeV. The detector
will be housed in a temperature and humidity controlled hut. There will be a dry
air environment. Temperature stabilization is necessary because of the thermal co-
efficient of the PbWO, light output. In addition, the gains will be monitored with
a light pulsing system based on Light Emitting Diodes.

2.8.3 Radiation levels and radiation tolerance

Radiation damage of PWO crystals is a serious issue. Detailed studies [34] reveal
that the light transmission of crystals deteriorates due to formation of color cen-
ters by radiation, while the scintillation mechanism itself seems unaffected. When
a PWO crystal no longer receives radiation, its color centers (semi-stable excited
states) disappear, and it recovers from transmission degradation by natural room-
temperature annealing. In fact, this annealing goes on even during radiation ex-
posure. Therefore, when crystals are exposed to a constant radiation level, they
lose light only up to the point where the rates of radiation damage and natural
recovery balance. The integrated dose rates for most crystals are quite modest. In
Fig. 2.24 (left) it is shown the dose distribution in the crystals (here dose means the
maximum dose in any part of the crystals), for 1 year of running at a luminosity of
2 x 10%2cm~2s~ L. It is also shown (right) the cumulative fraction of crystals with
doses less than that shown on the horizontal axis. We see that ~90% of the crystals

have a yearly accumulated dose of less than 1000 Gy (0.1 Mrad).

2.8.4 Expected resolution

Overall it is expected the energy resolution to be

® 0.55% (2.4)
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Figure 2.25: The v invariant mass for 10 GeV 7%’s incident on the calorimeter.

The fit is to a Gaussian signal function plus a polynomial background.
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The spatial resolution in both directions transverse to the crystal axis is expected

to be
~ 3500 pm

VE

Test-beam results are consistent with these expectations. With these single photon

& 200 pm . (2.5)

Og

resolutions, the 7° and 7 mass resolutions are excellent.

Fig. 2.25 shows the invariant vy mass for 7°’s of 10 GeV energy incident on the
calorimeter. The energies and positions are simulated by GEANT and a cluster
finder algorithm is used to reconstruct the photons. The mass resolution is 2.6
MeV.

2.9 Muon detector

The BTeV muon system has two primary functions:

e J/¢ and Prompt Muon Trigger: besides providing interesting physics (includ-
ing J/1 final states of B decays, direct J/1) production, and semileptonic
decays), this trigger performs an important service role by selecting a large
enough sample of b events on which the more aggressive and technically chal-

lenging vertex trigger can be debugged and its efficiency evaluated.

e Muon Identification: many of the experiment’s physics goals (rare decay searches,
CP violation studies which require tagging, studies of beauty mixing, searches
for charm mixing, etc.) rely on efficient muon identification with excellent

background rejection.

The toroidal magnet design combined with fine-grained tracking elements chosen,
permits a “stand-alone” trigger: i.e. a di-muon trigger based solely on information
from the muon detector. In addition, improved background rejection is possible by
comparing this measurement with momentum and tracking information from the

rest of the spectrometer.

2.9.1 Baseline geometry

The baseline geometry is shown in Fig. 2.26. A cross section of the toroid system is
given in Fig. 2.27.
Two toroids, 1 m long with 1.5 T fields, provide the bending power. The muon

detectors will be set up in three stations, one between the toroids and two behind the
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1

1m Im 30

To beam center

Figure 2.26: Layout of the baseline geometry. The three dark boxes, labeled p,
Mo, and p3, represent detector stations with 4 measurement views per station. The
two lighter boxes with lengths of 1 m represent magnetized steel toroids, which
provide bending power for the muon momentum measurement and which also serve
as hadron absorbers. The 30 cm long lighter box is an unmagnetized iron shield.
The downstream trajectory is measured by ps and pz. The upstream trajectory is

measured using the nominal beam center with possible help from ;.

Figure 2.27: Sketch of a muon toroid
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Figure 2.28: End and top views of one “plank” of proportional tubes.

toroids. The momentum can be measured using the two, well shielded, downstream
stations and the nominal beam constraint. The station between the two toroids pro-
vides a powerful confirming hit to eliminate fake tracks. The basic building block in
the construction of a detector station is a “plank” of 3/8” diameter stainless steel
proportional tubes as shown in Fig. 2.28. Proportional tubes have been selected as
the detector technology because they are robust and have the necessary rate capa-
bility. A fast gas (e.g. 88% Ar, 10% CFy4, 2% CO; (vg = 9 cm/us) [35]) will be
used so the maximum collection time (drift plus charge integration) for a signal will
be less than 60 ns.

To minimize occupancy at small radii and to minimize pattern recognition con-
fusion, each detector station will consist of eight overlapping pie shaped “octants”,
as shown in Fig. 2.29a. The four views (r, u, v, and r) in each octant are shown
in Fig. 2.29b. The r (radial) view is repeated to provide redundancy for the most
important (bend) view and to help reject fake tracks in the trigger. The u and v
views are rotated +22.5° from the r view and are used to measure ¢ and to resolve
hit ambiguities.

A summary of the baseline BTeV muon system is given in Table 2.7.
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Figure 2.29: Left) Beams-eye view of one muon detector station, which consists of
eight overlapping octants arranged in two layers. One octant is cut away in places
to show the overlap between adjacent octants. Right) Arrangement of planks to
form the four views in an octant (r view is repeated). There will be 12 planks per

view (more than shown).

Table 2.7: Parameters of the baseline BTeV muon system.

Radial coverage 38-240 cm
Toroid Z-locations (center) 870, 1010 cm
Average Station Z-location 940, 1080, 1194 cm
Total Length 4 m (includes toroids)
Toroid Length (each) I m
Toroidal Fields 1.5T

Tube cell size 1 em (diameter)
Wire spacing: 0.5 cm (staggered)
Spatial resolution 1.5 mm

Total channels 36,864 per arm
Momentum resolution op/p=19% @ 0.6% X p
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2.10 The BTeV trigger system

The trigger system is crucial for the success of BTeV. It finds B events by taking
advantage of the main difference between these events and typical hadronic events,
i.e. the presence of detached beauty or charm vertices. The trigger detects these
vertices by utilizing the superior pattern recognition capabilities of the pixel de-
tector to reconstruct tracks and vertices in the first stage of the trigger, Level 1.
This is referred to as the Level 1 vertex trigger, which is the primary trigger for the
experiment. In addition to the vertexing capabilities of Level 1, the trigger system
includes an independent Level 1 muon trigger that receives data from the muon de-
tector to select J/¢) and prompt muon events. Besides providing interesting physics
on its own, the muon trigger is used to calibrate the vertex trigger.

Results from the Level 1 vertex trigger are combined with results from the Level 1
muon trigger in the Global L1 (GL1) trigger, which ultimately selects the beam
crossings that pass the first level trigger. Data that survive the selection criteria are
assigned to a Level 2/3 processor for Level 2 analysis. Data that survive Level 2
will be analyzed by Level 3 algorithms that decide whether or not the data should
be recorded on archival media.

To perform the large number of calculations needed to process and select B
events at a rate of 7.6 million beam crossings per second, we require a massively
parallel system with several thousand computational elements. These elements in-
clude large Field Programmable Gate Arrays (FPGAs), Digital Signal Processors
(DSPs), and general-purpose microprocessors. FPGAs are used at the earliest stage
of the processing pipeline to perform large numbers of rudimentary calculations that
are required for pattern recognition. DSPs offer more programming flexibility than
FPGAs, and are used for the Level 1 trigger calculations that entail track and ver-
tex reconstruction. Moreover, the I/O rate capabilities of DSPs are important at
Level 1, since we require high bandwidth to get data to the processors. At Lev-
els 2 and 3 the I/O rate requirements are less critical (data rates are lower than at
Level 1), and a general-purpose microprocessors will be used for this part of the trig-
ger. The microprocessors provide programming flexibility and significant processing

power.

2.10.1 Trigger overview

The trigger system consists of three levels [36]. Each level contributes to the re-

construction of events, and successive levels impose more and more refined selection
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Figure 2.30: BTeV three-level trigger architecture

criteria to select B events and reject light-quark background events. At Level 1 the
trigger reduces the beam crossing rate of 7.6 MHz by a factor of 100 while main-
taining high efficiency for B decays that can be successfully reconstructed in the
spectrometer. The tracks and vertices found at Level 1 are passed to Level 2. At
Level 2 we improve the reconstruction of tracks and vertices by reviewing the pixel
data used at Level 1, and by including additional pixel hits in the tracks. At Level 3,
all of the data for a beam crossing are available and are used to impose the selection
criteria for the final trigger decision. The trigger rate is reduced by an additional
factor of 20 by Levels 2 and 3. As mentioned previously, BTeV will operate at a
luminosity of 2 x 1032 cm =2 s !, corresponding to an average of two interactions per
beam crossing at a crossing rate of 7.6 MHz. Average event sizes will be ~100 KB
after zero-suppression of data is performed by front-end detector electronics. Since
every beam crossing will be processed, this imposes an extremely high data rate
of ~800 GB/sec on the experiment. BTeV will employ the three-level hierarchical
trigger architecture shown in Fig. 2.30, to handle this high rate. Level 1 will reject
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97.5% of all incoming events, thereby reducing the data rate by a factor of ~100.
Levels 2 will further reduce the data rate by a factor of ~10. while Level 3 will

reduce the number of accepted crossings by at least an additional factor of ~2.

2.10.2 Level 1 vertex trigger algorithm

The first phase of the Level 1 vertex trigger algorithm is the pattern recognition that
uses pixel hits to find tracks. This is also referred to as track-segment finding [37].
This phase of the algorithm starts by finding the beginning and ending segments
of tracks in two separate regions of the pixel planes, an inner region close to the
beam axis and an outer region close to the edge of the pixel planes. The search for
the beginning and ending segments of tracks is restricted to these inner and outer
regions, respectively. Segments are found using hit clusters from three adjacent
pixel stations in the defined regions. Inner segments are required to point back
to the beam axis while outer segments are required to project outside pixel plane
boundaries. Once these segments are found, they are then matched to form complete
tracks in the segment matching stage.

After complete tracks are found, the track and vertex reconstruction phase of
the trigger performs calculations to determine the momentum of each track and
calculate its transverse distance from the beam axis. Primary vertices are found by
looping through all tracks with transverse momenta pr < 1.2 GeV/c that appear
to originate close to the beam line. Remaining tracks are then tested for their
detachment from the primary vertices that were found. The Level 1 vertex trigger
selects events if there are at least n tracks in the same arm of the BTeV detector
satisfying the following criteria: p2 > 0.25 (GeV/c)?, b > mo, and b < 2 mm, where
b is the impact parameter and n and m are tuned to achieve the desired rejection
of minimum-bias events. The Level 1 vertex trigger is able to reject 97.5% of all
minimum-bias events while accepting ~60-70% of the B events that would survive

our offline analysis cuts.

2.10.3 Level 1 vertex trigger hardware

A block diagram of the Level 1 vertex trigger is shown in Fig. 2.31. Data from all 30
stations of the pixel detector are sent to FPGA-based pixel processors that group
individual pixel hits into clusters. Hit clusters from three neighboring pixel stations
are routed to FPGA hardware that finds beginning and ending segments of tracks

in the pattern recognition phase of the trigger. Track segments found at this stage
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Figure 2.31: BTeV Level-1 vertex trigger.

are sorted by a switch according to their beam crossing number (BCO), and routed
to a DSP in the track/vertex farm. This DSP performs segment matching, as well

as track and vertex reconstruction.

2.10.4 Levels 2/3

The Level 2 algorithm refines the tracks found at Level 1 by adding pixel clusters
from the planes located between the “inner” and “outer” track segments. It then
performs a Kalman-filter track fit, and improves the momentum resolution to about
5-10%. One of two requirements must be satisfied to select an event. A secondary
vertex must be present, or the collection of detached tracks must satisfy a minimum
pr cut. The result is a joint light-quark rejection of 1000-1 per beam crossing for
Levels 1 and 2 combined and ~50% overall efficiency for most B decays of interest.

The Level 2/3 trigger is implemented as a farm of commercial processors.
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Chapter 3

The DAQ for the pixel test-beam

at Fermilab

3.1 Introduction

BTeV has been designed to make a complete set of measurements on the decays
of hadrons containing b and ¢ quarks. The pixel detector is crucial for the BTeV
program because it is used to trigger heavy quark events by exploiting their peculiar
characteristic: a long mean life and thus a long decay length. With its extreme pre-
cision and speed it is possible to reconstruct primary and secondary decay vertexes
at the first level trigger and thus provide a very high trigger efficiency. The study
of the pixel detector is fundamental for the BTeV experiment, therefore test-beams
are necessary to test its functionality.

The first test-beam for the pixels was done in 1999 to study the characteristics of
the sensor bonded to the first prototype of readout chip, FPIXO0, developed at Fer-
milab. The spatial resolution of the detector has been measured and the results
were published [38] and are shown in Fig. 2.10. A new test-beam will be done this
year and the final sensors and readout chips, FPIX2, which will be used in BTeV,
will be tested.

This time the test-beam purposes include a more comprehensive set of studies. The
main goals are, besides the studies of the spatial resolution of the final pixel system,
also the study of the readout chip in the real BTeV working condition. There will
be no external trigger and the event builder will use the time-stamp information
provided by the chip to assemble the events.

To allow this study a completely new DAQ system has been developed and this

67
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Telescope Planes under test Telescope

Figure 3.1: Schematic representation of the pixel planes installed in the thermo-
controlled hut. The telescope is composed by FPIX1 detectors placed in the first and
last four slots. The devices under test (FPIX0, preFPIX2, FPIX2) are positioned
in the four central slots and they can be positioned at various angles for spatial

resolution studies.

work has been my main task in the last years and is the principal argument of this

thesis.

3.2 Experimental setup

The beam test will be carried out at Fermilab in a 120 Gev/c pion beam. The pixel
detectors to be tested are hybrid assemblies of several combinations of pixel readout
chip prototypes developed at Fermilab, and single chip sensor prototypes. Data
will be collected at the MTest beam line located in the Meson Area at Fermilab.
Figure 3.1 shows the experimental set-up. The pixel devices under test are located
between two stations of four pixel detectors planes each that provide tracking in-
formation in the x direction, corresponding to the small pixel dimension (50um).
The pixel hybrid devices are mounted on printed circuits boards, held inside an alu-
minum box, where their location is determined by precision machined slots. One of
the pixel devices in the telescope and the four devices under test can be positioned

at various angles with respect to the beam direction. This allows to measure the
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Figure 3.2: Test-beam electronics schematic. The pixel planes inside the hut are
connected through 30 meters cables at the PTA/PMC cards in the PCI expander

located in the counting room. The twelve planes in the system are connected to

the six mated cards, two planes for each card. It is not planned to use the two

scintillation counters since the readout chips are data driven.

properties of various pixel prototypes as a function of the pion incident angle. Fach
telescope plane will consist of an FPIX1 chip bump bonded to a pixel sensor array
and mounted on an inner board. The planes under test will consist of an FPIX0 or
preFPIX2 or FPIX2 chip bump bonded to a sensor array and mounted on an inner
board. One scintillation counter upstream and one scintillation counter downstream
will serve as a minimum coincidence trigger configuration, even if it’s not planned
to use them since the readout chips are data-driven.

The DAQ is no more based on a custom made readout system such as CAMAC, but
it’s implemented with the common PCI protocol used in standard PC technology,
see Fig. 3.2. This allows a high flexibility of the system and a relatively low cost.
The PCI card used for the DAQ, PTA (PCI Test Adapter) see Fig. 3.3, has been

developed at Fermilab and can send and receive signals from external devices like
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Figure 3.3: PTA card. On the left are located the two memory banks of 1 Mbyte
each. The Altera FPGA is positioned in the middle. On the right there are the two
connectors where the PMC card is attached, through which signals are exchanged

between the two mated cards. The component on the bottom is the PCI controller.

the pixel chips under test. The flexibility of this card is given by a programmable
device, an FPGA, that allows the user to implement a logic circuit designed for spe-
cific purposes. Because of the different pixel planes under test, and the possibility
to connect other kind of detectors, another card, PMC (Programmable Mezzanine
Card) see Fig. 3.4, has been designed at Fermilab. The task of the PCI card, in
fact, is to receive data with a simple protocol, and act as balancing buffer between
the production data rate and the PC readout, while the PMC firmware is designed
specifically for the kind of detector under test. A PTA card with a mated PMC card
will serve to control and read out two planes and are used to control and receive data
from the telescope planes and the ones under test. A different PMC firmware has
been developed for each type of plane. Firmware in the PTA cards will be common
across the entire system. A single PTA/PMC can control up to two planes.

The PTA card has two banks of 1 MByte memory for a total of 2 MBytes. Event
data from the pixel planes are stored in the PTA card memory until read out by
the PC via the PCI bus. These two memory banks are crucial for the design of the
DAQ because they are used both to balance the different acquisition rates of the
PCI card and the host PC, and to synchronize the different cards present in the
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Figure 3.4: PMC card. On the left there are the four connectors used to talk with
the pixel planes, two connectors for each plane. In the middle is located the Xilinx

FPGA which is responsible of the chip readout control.

expander as we will see in the next chapter.

The general scheme of the DAQ has been implemented having in mind a continuous
data flow produced by the pixel planes. The idea is to simulate the real condition
of operation of the pixels in the experiment when data are collected and used for
the trigger as soon as they are available, in other words the DAQ must be able to
build the events in absence of any external trigger which can alert of the presence
of a particle interacting with the pixel system.

In order to build an event, the readout chips provide a time-stamp which is a unique
mark of the time when a particle interacted with a pixel cell. This time-stamp is an
internal counter in the readout chip which is incremented along with the radio fre-
quency of the accelerator which determines the time distribution of the particles in
the beam. This counter, the BCO, is then synchronized with the particles bunches
in the beam, and this allows to associate a unique time-stamp every time a particle
interacts with sensors.

In absence of an external trigger and in a continuous readout mode, hits can pertain
to pixel planes at different time intervals, but the presence of a time marker, the
time-stamp, relates the data to the precise instant when the particle passed through

the detector, thus allowing an event building .

LAn event is the collection of all hits with the same time-stamp. An event-builder is a process
able to collect hits together into events
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3.3 Main characteristics of an FPGA

Both cards, PTA and PMC, are provided with an FPGA that allows users to im-
plement their own code. This feature gives those cards a high flexibility because
it is possible to reprogram their functionalities following the requirements of the
system. An FPGA is an integrated circuit that contains many (64 to over 10,000)
identical logic cells that can be viewed as standard components. Each logic cell
can independently take on any one of a limited set of personalities. The individual
cells are interconnected by a matrix of wires and programmable switches. A user’s
design is implemented by specifying the simple logic function for each cell and selec-
tively closing the switches in the interconnect matrix. Complex designs are created
by combining these basic blocks to create the desired circuit. Field Programmable
means that the FPGA’s function is defined by a user’s program rather than by the
manufacturer of the device. Depending on the particular device, the program is
either 'burned-in’ permanently or semi-permanently as part of a board assembly
process, or is loaded from an external memory each time the device is powered up.
The FPGA has three major configurable elements: configurable logic blocks (CLBs),
input/output blocks, and interconnects. The CLBs provide the functional elements
for constructing user’s logic. The IOBs provide the interface between the package
pins and internal signal lines. The programmable interconnect resources provide
routing paths to connect the inputs and outputs of the CLBs and 1IOBs onto the

appropriate networks.

3.4 Mezzanine card

The mezzanine cards serve to control and read out the pixel planes. The main duties
of the PMC are:

e providing, to the pixel planes, the readout clock and BCO clock, at the exact

frequency of operation in BTeV.
e managing the different readout chips
e synchronizing the BCO in the pixel planes and between the PMCs
e extending the pixel chip BCOs

e sending the data to the PCI card
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Figure 3.5: PMC electronic schematic.

The readout clock and especially the BCO clock in the pixels are controlled and
distributed by the FPGA in the mezzanine card.

It is fundamental that each of the planes in the telescope and planes under test be
synchronized and phase aligned with the same BCO clock and BCO count, because
when a particle passes through all the detectors the generated hits possess the same
time-stamp which is later needed by the event builder. One of the PMCs has been
designated the Master PMC. The Master PMC is responsible for distributing the
BCO clock and reset signal to all PMCs. The master accelerator clock will be
available in the counting room for the distribution to each PMC. The master BCO
clock is sent to the Master PMC which uses its Digital Clock Manager (DCM) to
phase shift the BCO clock with PERIOD gcocr i /256 resolution (520ps with 132ns
BCO clock). The magnitude of the phase shift is set via a register and is used to
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tune the phase of the BCO clock at the hut relative to the arrival of the beam.
The Master PMC distributes the BCO clock to the other PMCs in the PCI bus via
its Low Skew Clock Distribute resource (see Fig. 3.2). The distributed BCO clock
passes through each FPGA on the PMC and is driven via the data cable to each
plane in the hut (see Fig. 3.5). With matched cable lengths each plane in the hut
should receive phase-aligned BCO clocks.

The BCO counters in the pixel chips have from 6 to 8 bits and with a BCO clock
period of 132ns there is only 132 x 28 ~ 34us of unique time-stamps available.
In the DAQ scheme, data are first collected in the two bank of memories on the
PTA cards and then read by the PC for the event building. This incredible small
time between a wrap around of the BCO counter wouldn’t allow an effective event
building because there would be for sure hits belonging to different events with the
same time-stamp in the same memory buffer before being flushed by the software
readout sequence.

In order to allow for a reasonable amount of time to read the data from the memories
on the PCI card, before an already used time-stamp value can reappear in them,
the Mezzanine card provides a 26 bits Extended BCO counter which is clocked, of
course, by the BCO clock. With a 26 bit Extended BCO counter, there are 8.8
seconds of unique Extended BCO counter states, and this time is sufficient to allow

an event builder with no ambiguities.

3.5 PCI card

The PCI card is the interface between the Mezzanine, which collects data from the
pixel planes, and the PC where the data are built and written to disk for the offline
analysis. During my thesis I was in charge of the design of the firmware of the PCI
card’s FPGA. The design of the firmware is strictly connected with the design of
the software which reads the data from the local memory banks on the PCI card
and uses the time-stamp information of the hits to build the events. The firmware
tasks are to receive data from the mezzanine card and store them in one of the two
available memory bank while the PC is reading from the other one. When a memory
limit or a timeout, set by the user, are reached the FPGA first swaps automatically
the data flow to the other memory bank and then sends an interrupt to the PC
which starts reading the data stored in the filled memory. This mechanism allows
a continuous read out because while the PC is reading one memory bank, data are

flowing in the other bank without stopping the pixel read out.
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The software that I used to program the FPGA is the Quartus II software which
allows to design logical circuits, to manage the clocks and data flows in the FPGA.
The blocks shown in Fig. 3.6 and Fig. 3.7 represent the interfaces between the FPGA
and the other components of the PTA and have all been designed with the Quartus
IT software.

I'll describe in the following sections the data flow inside the FPGA and the
firmware implementation that allows the swapping mechanism and the interrupt

generation.

3.5.1 The CmcConnectors block

This block, see Fig. 3.8 and Fig. 3.9, is the interface between the Mezzanine and
the PTA. Data coming from the mezzanine through a 32 bit connector are stored
in a dual clock FIFO. In fact, the clock running inside the FPGA is a 33 MHz clock
synchronized with the PCI bus clock, while the clock synchronized with the data,
readout clock, is provided by the mezzanine and can run up to 20 MHz. There is
therefore a mismatch between the readout clock and the clock used to write and
read to the memories and for all the logic elements implemented in the FPGA. The
easiest solution is to use a dual clock FIFO: data are buffered at the readout clock
frequency and then are send to the memories at the FPGA and memories frequency.
Another clock frequency problem is due to the arbitration between the data coming
from the two pixel planes connected at the same mezzanine card. As I previously
mentioned, any mezzanine can control up to two different planes. In order to avoid
loss of any data the PMC must double the data transfer frequency to the PTA. The
pixel planes have a readout clock which is 20 MHz but data are transfered from the
mezzanine to the PTA at 40 MHz. This prevents any possible loss of data from
the pixel planes to the FIFO, but not from the latter to the memories because the
FIFO receives data at a frequency higher than the one at which is flushed out. Even
if there is the possibility of losing data, in case the FIFO is completely filled out,
this situation is very unlikely to happen because the expected data rate will not be
bigger than 100 KHz and even if there will be bunches of data at a very high rate
the FIFO is able to store up to 2048 data, enough to avoid any loss. Nevertheless I
provided a counter that can tell at least how many data are lost.

Another important feature of this block is the possibility to generate a sequence
of number through an internal counter which can simulate the data flow from the

mezzanine. During the software development phase, this counter was crucial to test
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Figure 3.6: PTA firmware schematic part I.
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Figure 3.7: PTA firmware schematic part II.
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Figure 3.8: Cmcconnectors schematic part 1.



3.5 PCI card

79

i

WEZ_DATA VALID

Count_Sincro_Limi

OUTIT == FIF G _EWPTY

BT P RS UL

DUTPUT ——— FFO_LOSTET.O]

WRFULL WEZ_READ_CLF

C_EN O[30

BCI_CLF

CLK,|

CLK_O

RESET FIFG TOET

- ]
R

Clear

inst13

Count_Sincro_Limi |

OUTPUT ———— DATA RATE[F 0]

WEZ_DATA_WALID ‘NZFC
L7

WEZ READ_CLF
PCI_CLF

Mo ]

WEZ_DATA_VALID

C_EM
CLK |
CLk_0

0[31..0]

Clear

BB s R RO ]

,,,,,,,,,,,,,, Parameter | Value
LPM_COUNTEF  |LPM_SYALUE
LFM_AVALUE
[FM_MODULUE
[PM_DIRECTIO['UF
[FM_WIDTH |32
MEZ_DATA_VALID L G
= = cnt_en
MEZ_READ_CLH dll TETEENT T [Size.1] O[Size.1] AUTET BT EGUNTER 31 5]
PCI_CLF —{CLK I
cout — = —clio
— Clear
E GHD § inztld
PR e L ATAMEAT | Value
LEM_COUNTEF — |LEM_SYALUE
= [FM_AVALUE
[FM_MODULUE
[FM_DIRECTIO["UP”
[FM_WIDTH__[32
= Sincro
—— cnt_en
MEZ_READ_(|L+ il TETTEIT L [Size.1] O[Size.1] TR P AT EGUNTER BT ]
FCICLF Gl
CLK O
— Clear
E GND § instld
inst13
RESET_DATA_COUNTER D_L%E%L

Figure 3.9: Cmcconnectors schematic part II.



80 The DAQ for the pixel test-beam at Fermilab

all the software components without the necessity to connect any detector. This
fake data generator provides a sequence of numbers which follows, in the FPGA,
the same path of the pixel data from the mezzanine, thus simulating completely
a real data acquisition, and can be interpreted as a sequence of time-stamp by a
suitable event builder that we implemented and called “fake builder”.

Data from the FIFO go through a connector which is connected to both memory
banks. The distribution of the data to one memory bank rather than the other one

is managed by the ConfigRegister block.

3.5.2 The ConfigRegisters block

The schematic of the block is shown in Fig. 3.10 and Fig. 3.11. This is the core of
the FPGA implemented logic. This block provides the informations to the software
through its registers which act also as control logic for the memories swapping.

As described before, the FIFO data bus is connected to both memory banks but only
one of them is being filled at any given time. The RAMDirection block manages the
data flow. In fact the user can set by software a memory limit. These values, one for
each bank, are stored in the RAMLimit blocks and are used by the RAMDirection
block to automatically swap the data flow from one bank to the other.

When a memory bank is full, i.e. it reaches the limit set by software, data are
immediately redirected to the other memory with no loss of data. This logic is
implemented in the RAMDirection block, and even with a continuous data flow all
data are saved in either one of the two memories.

Once the data flow has been redirected to the empty memory, an interrupt is send
using the INT[0] or INT[1] lines, one line for each memory. When one of those two
lines is on, the Interrupt block first sets a register, allowing users to check which
of the two memory bank is eventually full, and then set the interrupt line which
physically sends the interrupt to the PC. The software receives the interrupt and
then can check which memory bank needs to be flushed.

There are three mechanisms that can impose a memory swap:

1. the reaching of the limit set by users in the memory
2. a user-set timeout

3. a software command of swapping

All these mechanisms are implemented with no data loss and the first of them which

is satisfied impose the toggle.
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The first mechanism has been implemented to limit the number of data stored in
the memories before being read by the PC and also to put a threshold reasonably
far away the physical end of the memory.

In fact the real bottleneck of the whole readout chain is the data transfer from the
PTA to the PC. Since the goal is to be able to read as many events as possible with-
out losses, we provided a fine tuning of the size of the data to transfer, by selecting
this memory threshold according to a suitable calibration of the incoming data flux
and the readout speed. Fixing the threshold value to a size smaller than the max-
imum memory available, translates into smaller amounts of data to transfer. By a
fine tune of this threshold the best compromise will be chosen to guarantee a well
balanced data flux. Another benefit of this approach is related to the possibility of
having a large event overflow the memory threshold. Leaving enough physical room
above the threshold guarantees that anomalously large events (beam spikes) can be
stored without losses.

As mentioned before, the swapping can only occur if the other bank of memory is
empty. To provide the FPGA of this feature I provided a register which stores the
number of data present in the two memory banks ( BAR3_ADDR, BAR4_ADDR).
When the software has read all the data, it resets the address counter of the emptied
bank and thus allows the firmware to eventually swap again the data flow from the
mezzanine.

Since the time-stamp counter has only 26 bits, the time-stamp values are unique
only for = 8.8 sec. The time-out induced swap has been implemented because it is
extremely important that hits are stored in the memories with a unique time-stamp
value for each event. This means that data must be read by the PC before there
is a wrap-around of this counter, otherwise there can be hits belonging to different
events in the same memory buffer, thus creating ambiguities in the event reconstruc-
tion. If the data rate is low and the memory limit is not reached before 8.8 sec the
memory buffer must be flushed in any case.

The third swapping mechanism has been implemented to allow, with a simple mecha-
nism, the event building. As I’ll explain in the next chapter, we needed a mechanism
to synchronize the memory swapping of all the PCI cards. The user is then able to
order a toggle of the memories at any given time without waiting for one of the first

two conditions, size and time limit, to occur.
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Figure 3.11: ConfigRegister schematic part II.
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3.5.3 The RAMSelect block

REGADDH e Sizesd” 3

Data from the mezzanine card are sent alternatively to the memories on the PTA
Card. The RAMSelect block manges all the signals needed for read and write

operations in the memories and provide also a counter to be used for addressing the

data that go in and out the memory. This counter is incremented every time a new

data comes from the mezzanine and it is used to check if the memory limit has been

reached.

As we can see from Fig 3.12 the multiplexer in front of all the signals that go

to the memory, allows data to flow either from the mezzanine or from the PC.
The MEM_LADWR is the 32 bits bus forwarding the data to the memory. The
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Figure 3.13: Plxlocalbusinterface schematic.

multiplexer allows to read or write from only one device at a time, this means that

while the mezzanine is writing, MEZ_LAD selected, the PC cannot access to the

memory and vice-versa when the PC is reading or writing, PCI_LAD selected, the

mezzanine cannot write into the memory.

3.5.4 The plxlocalbusinterface block

The last schematic block (see Fig. 3.13) is the interface between the FPGA and the

PCI controller on the PTA. Once the data are stored in the one of the memories
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and a swap has occurred, an interrupt is sent to the PC, and the software starts
the procedure to flush the filled memory. A software command acts on the FPGA
through the signals that enter this block. All the signals in the plxlocalbusinterface
are used to manage the read and write procedures in the memories and all the logic
inside the FPGA. Data from the memories are sent to the PCI bus through the LAD

bidirectional bus.

3.6 Test beam DAQ

In the first part of this chapter I described the data flow through the PCI card.
To make the project complete, an important part of my thesis has been the design,
implementation and testing of a complete DAQ system that takes advantages of the
components described before. The DAQ software has been designed to be flexible
and easy maintainable in order to have a system which can be used both for testing
the pixels in a test bench and at a beam test.

Our goals were to provide a highly modular code, able to accommodate different de-
tectors, with different hardware and software specifications, and robust, in principle
able to whitstand change of operating system environment, extensive refurbishing
and additions of algorithms.

To allow for robustness and modularity the object oriented paradigm has been cho-
sen. Particular care has been taken in the design phase in order to efficiently achieve
an optimal decoupling of all components. Furthermore the object oriented modeling
allows to implement a software description of the system that mimics the effective
hardware hierarchies and relationships; it is possible to define abstract objects func-
tionalities that can be applied to several real object instances.

During the design phase we exploited the basic concepts of object orientation:

e C(lassification. It is the grouping of objects that have a common set of prop-
erties and operations. A classification defines a type of object by the set of
properties and operations. For example, PTA card objects are defined by the
fact that all the objects have properties like “memory bank” and “register”
and operation like “read” and “write”. Classification is so useful because it is
a means of abstraction, i.e. considering objects at a certain level of detail and

ignoring lower level of complexity.

e Specialization. It is the identification of a subset of objects within a classifica-

tion or type that have an additional common set of properties and operations.
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A specialization defines a subtype of the original type since objects of the spe-
cialization contain the original properties and operations. For example, our
event builder collects hits into events using the time-stamp information and
we provided different specializations implementing a “fake builder”, which col-
lects “fake data” into events (see Par. 3.5.1) and the “real data builder” which
collects hits from the real detectors into events. Those two objects form a
subtype of the builder object since they contain all the properties and oper-
ations of the builder object, but they also have additional specific properties

and operations.

e Polymorphism. It’s the ability of different types of objects to realize the same
properties and operations in different ways. Polymorphism is a natural result
of the fact that objects of different types may instantiate the same properties
and operations in different ways. For example, objects of type detector have
the operation “initialize” although there are different ways of initializing differ-
ent types of detectors. Polymorphism allowed us to define a “virtual detector”
and then implement the properties and operations, like “initialization”, in a
different way, specific for each detector under test, FPIX0, FPIX1, FPIX2 or

any other detector with the same properties and operations.

All the code has then been implemented in C++, an object oriented programming
language which possesses all the features described above.
The general DAQ scheme has been designed and implemented around four indepen-

dent processes:

e Producer
controls the PCI cards and it is responsible for their synchronization. Its
main task is to read the data from the cards and store them on the host PC,

furthermore it is responsible of the pixel chips initialization.

e Consumer
is used to “ consume” the data, and its main task is to read the data previously

stored by the Producer and do the event building.

e Logger

handles the error and status messages produced by the first two main processes.

e Controller

sends users commands to the processes to drive the DAQ.
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These four processes are completely decoupled and they can share data by means
of specialized shared memories (chunks of physical memory in the PC shared by
different processes) and communicate through message queues. Figure 3.14 is a
schematic representation of the overall architecture. As it is shown the producer
is the interface between the PCI cards where the data are first stored in their two
memory banks and the PC shared memory where data from all the cards are then
stored ready to be used. The consumer, instead, doesn’t know anything about
how data are generated and collected: it uses data previously stored in the shared
memory to build events and to store them on disk. The logger process, instead,
collects all the messages from the other processes in a file which can be used by the
user to handle all the error situations and to eventually acknowledge the user of the
DAQ status. Finally, the controller is needed to send the user’s commands to drive
the DAQ.

3.6.1 Producer

This process is the only software component dependent upon the characteristics of
the hardware system used for the data taking through a particular implementation
of a virtual class. Its task is to coordinate the initialization of all the pixel planes
under test and the readout sequence of all the cards present in the expander. The
begin of a run starts first with the initialization of the detectors. As I mentioned
before, the whole hardware system is faithfully represented by virtual classes, thus
the main functionalities of each detector are defined by a suitable public interface.
When the user sends a begin run command to the producer, it spawns a thread for
every single PCI card. Every thread first initializes all the pixel planes connected to
the card and then waits for the data. When a hit is above threshold in the detector,
its informations are immediately sent to the PTA to be stored in one of the two
memories present on the card. When the memory limit is reached the FPGA sends
an interrupt which is received by its associated thread and the readout sequence
can thus start. Since every card has its own thread, the data collection is done
in parallel. All the threads transfer the data read from the PTA into the shared
memory, the storage place common to all different processes.

The producer is totally unaware of what happens to those data, its task is to collect
them from different cards and store them temporarily together in a place where they

can be then used by a subsequent event-builder and data storage mechanism.
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Figure 3.14: Global DAQ scheme.

3.6.2 Consumer

Once the data are stored in the shared memory, the consumer can use them to build
the events. Data from different detectors are now stored in a common place and
thus hits belonging to the same event are spread in this unique chunk of memory.
The design was thought to keep the event-builder algorithm as simple as possible.
We will see in the next chapter that the readout threads are synchronized and the

data collection is not totally asynchronous. This architecture allows to collect hits
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belonging to the same event almost simultaneously, thus storing them in small and
well limited parts of the shared memory. The builder is then very simple because
hits with equal time-stamp are not spread out over a too large chunk of memory.

The consumer doesn’t know anything about the data origin. It only needs the time-
stamp provided with every hit in order to build the event no matter what kind of
detector or which card has produced it. This architecture completely decouples the

place where hits are produced by the place where hits are consumed.

3.6.3 Logger

The logger receives messages from all the other running processes. Any time there is
an error or any time a process wants to acknowledge the user of its status a message
is sent to the logger. The logger then write those messages in a log file which can

be used to keep a record of anything has happened during the run.

3.6.4 Controller

The controller is the interface between the user and the DAQ system. The producer
and the consumer are waiting for commands that the user wants to execute. We

provided two ways to send commands to those processes:
e a simple command line interface
e a sophisticated graphical interface (GUI) called Uffizi

In Fig. 3.15 it is shown a snapshot of the front-end of the graphical interface. This
is a sophisticated interface written in C++ designed with the QT libraries. QT is a
multi-platform C++ GUI application framework. It provides application developers
with all the functionality needed to build applications with graphical user interfaces.
QT is fully object-oriented, easily extensible, and allows true component program-
ming.

This GUI is completely decoupled from the DAQ which can run without Uffizi.

3.6.5 Xmonitor

A tool much needed by a user running the system is a histogram presenter to con-
tinuously display significant quantities related to the data flowing in the system, see

Fig. 3.16. Such a histogram presenter should not place any additional burden on the
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Figure 3.16: Histogram monitor.

host CPU where the producer and consumer are busy taking data. We have thus
designed the presenter to receive the histograms as objects through the network (a
socket). This tool has been developed in C++ too and uses the QTROOT libraries.
ROOQOT is the analysis tool developed at CERN written in C++ while QTROOT is
a merged library between QT and ROOT.



Chapter 4

Description of the DAQ

mechanism

4.1 Introduction

The design of the pixel DAQ system was carried out focusing on the real operating
conditions of the detectors in the BTeV experiment. At the same time, it allowed
me to gain experience in software and hardware technologies that can be profitably
used to design the future DAQ for BTeV.

Central to the DAQ is the use of PCI cards which can be easily controlled by custom
made software written in C++. The software and firmware provide the card with the
functionalities needed by the system to accomplish the sophisticated load-balancing
described in Chapter 3, implementing a connection between the data flux provided
by the pixel planes to the PTA memories and the readout PC.

A particular emphasis has been placed in the architecture to be able to read out
events in a stream-like mode: each pixel element that has pulse-height data, above
threshold, sends them to a memory along with space and time coordinates (row,
column and time-stamp). Data are continuously read and the event reconstruction
is done in a circular memory buffer using the time-stamp information, without any
external trigger.

This stream like readout poses several problems for the event building because hits
belonging to the same events are sparsified in different memories. All these problems
have been elegantly solved and the description of the techniques we have adopted

are the argument of this chapter.
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Figure 4.1: Schematic of the DAQ

4.2 Read out mechanism

In Fig. 4.1 is represented the data flow in the pixel test-beam.

In our design each detector is connected to a PMC/PCI board containing an
FPGA (for logic control) and two 1 Mbyte memories; several PMC/PCI boards are
lodged together on a PCI bus extender and finally connected to a host DAQ PC.
Each time a pixel has data above threshold, the address along with pulse height
and time-stamp information are sent to the PCI board to be stored on one of the
two local memories. The FPGA’s are programmed to handle the swapping between
these two local memories and synchronization with the external readout process
(running on the host DAQ PC) in such a way to smoothly handle a sustained data
rate, adequate to the beam test requirements. The central idea in this design, is
keeping the event-builder algorithm as simple as possible, since an event, defined by
all hits marked by equal time-stamp, is spread out over several PCI boards which
can in principle receive data at different rates. In absence of a specifically defined
strategy to synchronize the flushing of these memories, this sparse readout scheme
generates events spread out over large chunks of memory, making the event builder
extremely cumbersome. We have therefore designed an elegant mechanism to restrict
the components of an event to be contained in a limited amount of memory, taking
advantage of our ability to program the FPGA to generate interrupt signals. The

principle of operation of this readout scheme is the following:

e data are received from a detector by the corresponding PCI board in one of

its two internal memories

e as soon as any memory in the system is full, all boards are synchronously
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commanded to swap their memories. The ones used so far are frozen and im-
mediately read out to the host computer, while the others are used to continue

reading events from the detectors without any data loss.

e events are fed to the host computer on a statically allocated shared memory,

acting as a compensating buffer to allow for unexpected data rate fluctuations.

e data are then continuously flushed from this memory to disk by a consumer

process, building events on the fly.

This is an event-driven scheme: data are collected as soon as they are produced by a
detector, and no burden is placed on the DAQ software to generate signals to start a
readout chain. This is important, since it allows testing the full functionality of the
detector in an environment similar to the one envisaged for the final data taking,

where no trigger is used to readout events.

4.3 Working mechanism of a single PCI card

Let’s see in detail the data acquisition mechanism that allows to read events in a
stream-like mode and still be able to build events. T’ll first describe the basic mech-
anism of operation of a single PCI card. All the PCI cards work in the same manner
and we provided an elegant solution to keep the event builder as simple as possible
as I will describe in Par. 4.4.

In Fig. 4.2 is represented the basic working mechanism of a single PTA card. Since
there is no external trigger data are produced any time there is a pixel above thresh-
old. The data received from the detector are stored in the first available empty mem-
ory bank. This readout process continues until either one of the following condition

occurs:
e the number of data stored reaches the memory limit selected by the user
e a timeout, selected by the user, occurs

The first condition is used to limit the number of data stored in the memory buffer,
while the second is crucial to avoid the presence, in the same buffer, of two hits with
equal time-stamp belonging to different events. When one of this two condition
occurs, the FPGA firmware redirects the data flow in the other empty memory
bank. This memory swap is synchronized in such a way that even if there is a

continuous data flux during this procedure all the data are correctly saved in one of
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SHARED MEMORY

Figure 4.2: Working mechanism of a PTA. Bank 0 is being filled while Bank 1 is
flushed by the readout process into the shared memory. The consumer then analyze
data and write them to disk.

the two buffers and no data loss is made possible. As soon as there is a memory swap
the FPGA sets a register in the ConfigRegister block which is directly connected
with the interrupt line on the PCI bus of the host PC. When the software thread
associated with this card receives the interrupt, it wakes up and immediately disable
the interrupt on the PCI controller of the PTA. It then checks in the register,
previously set by the FPGA, which memory bank is “full” and then starts to flush-
out it. This procedure doesn’t interfere with the data taking: while one bank is still

receiving data the other one is being flushed.

Since the producer and the consumer are different processes on the same PC they
need to share a common memory block where data are first collected by the producer
and then used by the consumer. Every PTA has its own thread which stores data
in the same shared memory. Data are now ready to be flushed by the consumer
process which can start the event building. Reconstructed events are then made
persistent on a mass storage. This process of periodic memory swap and transfer

continues indefinitely until the user decides to stop the data acquisition.
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4.4 Synchronization of the PTA cards

The mechanism described in Par. 4.3 is done in parallel for every card since any
card has its own thread. In absence of any synchronization mechanism the event
building would be a non-trivial task because there are no clear boundaries in time
within which to look for an event element. In order to keep the event builder as
simple as possible we found an elegant solution by synchronizing the memory swap
of all the cards. If each PCI board is read out as soon as one of its banks is full,
hits with same time-stamp can end-up anywhere in the readout shared memory. In
Fig. 4.3 is shown a typical situation that can happen without this synchronization.
If board B has few data to send per event, on average, it will be read out relatively
rarely, so hits pertaining to events already written down earlier will be spaced far

away in this memory (actually anywhere).

If, on the other hand, we synchronize the swapping (the clock governing this
swapping can be set by the board with the first memory reaching the full status),
events with same time-stamp will end up not too far away in the shared memory.
Pieces of one event will actually be at most in two adjacent buffers corresponding to
two consecutive swap cycles, see Fiig. 4.4. This synchronized cyclic swapping needed
a strategy to be correctly implemented. The first board reaching the full status
forces the others to swap (upon appropriate checks that they can do in order to

avoid conflicting orders that can enact unwanted multiple swaps).

A complex synchronization among boards has been setup because each board
must be somehow knowledgeable about each others readout and swapping status.
Each PCI card has its own interrupt-handler process listening for the memory-full
signal. As soon as one PCI fills up one of its two 1Mb memories, its interrupt
handler gets notified and a series of actions occur: lets examine a typical scenario.
Suppose, for instance, that the PCI A is the first being filled up, see Fig. 4.4. The
memories of the PCI A get swapped. At this point we would like to swap all other
memories together and write their content to a shared memory. The first card that
gets filled become the one that commands all others to swap (what we call “the
master swapper”). At any given time, though, only one master can be in charge, so
we provided a mechanism to establish a hierarchy among boards, because only one
board at a time can order swaps, otherwise chaos can ensue. An auxiliary shared
memory has been used for this purpose. When an interrupt-handler gets notified
that a swap has occurred, it first checks whether another master is already at work,

if true, nothing occurs, this board is just passive and does nothing else than flushing
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Interrupt
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Figure 4.3: In absence of any synchronization mechanism, if board B has few data,
on average, it will be readout relatively rarely while, instead, boards A, C and Z are
flushed many times. Events with the same time-stamp can thus end up far away in

the shared memory making the event builder difficult to implement.
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BUF n BUF n+1

Figure 4.4: With our synchronization mechanism all boards always flush the same
memory buffer, here bank 0, on all the PTAs. Events are thus collected in two
adjacent buffers at most, BUF n or BUF n+1, because an event can be split only

when a memory swap occurs.
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the memory bank, if false, the auxiliary shared memory is flagged, the PCI A be-
comes the master swapper and, whether or not each of the other PCI card memories
are currently full, it forces them to swap and generate an interrupt. Problem is that
interrupt-handler A needs a few CPU cycles to swap all other PCI memories and
during this time one of them can become full and swap. In this case I provided on
the FPGA a locking mechanism that prevents additional unintended swaps: if the
pointer of a bank is not zero, the swap simply does not occur, see Par. 3.5.2. This
pointer is reset by the readout process when the last bank has been read out.

This architecture guarantees that events with nearby time-stamps belong to buffers
which are contiguous in the readout process, and thereby contiguous in the global
shared-memory. As a result the event builder becomes relatively easy to implement.
With this readout architecture, events with the same time-stamp are contained
within the boundaries of this overall buffer, BUF n, or at least in the next one,
BUF n+1, but not in BUF n+2, making the event-builder a rather trivial imple-

mentation of a sorting algorithm.

4.5 Event builder

This synchronization mechanism has been implemented to reduce the complexity of
the event builder. In Fig. 4.5 are shown the three stages of the hit-handling in the
consumer.

Hits are first collected in the shared memory by the interrupt-handlers of each
card. The event builder is implemented with a matrix where the columns are ordered
by the time-stamp and the raws are filled by hits with equal time-stamp: an event
is thus a column of this matrix. The algorithm checks any data and when a new
time-stamp is found it creates a new event (column). Any data which, instead, has
a time-stamp already present in the matrix is attached to the right column. This
procedure is performed for the BUF n and for the BUF n+1. When the analysis
of the BUF n+1 is completed, it’s reasonable to assume that there are no more
hits in those events whose first time-stamp was found in BUF n. This assump-
tion is reasonable because events fill the PTA memories at the same instant and
thus, with our synchronization mechanism, fill always the same memory bank of all
the cards. Hits belonging to the same event are all collected either in the memory
bank 0, BUF n, or in bank 1, BUF n+1. An event is incomplete before two buffers
are analyzed. In fact, during the PTA memory swap, it can be split between two

adjacent buffers in the shared memory: the event builder can thus declare an event



4.6 Preliminary tests 101

Event
Builder

7 N/ N\

Event Buffer
(ordered data)

L Event

Figure 4.5: Event builder

completely built only after the time-stamp ordering of two buffers. When a column

is completed, the consumer write the event to disk freeing the relative buffer column.

4.6 Preliminary tests

The full DAQ system has already been tested in the Meson area where the test-beam
will be carried on. All tests have been performed injecting charge in the pixel planes
synchronously. Charge has been injected in four pixel detectors connected to two
different PMC cards. This minimal system allowed us to test all the features of the
DAQ. All hardware and software components worked perfectly and the event builder
described above was able to collects hits into events using the extended time-stamp

information provided by the mezzanine card.

4.7 Benchmarks

The PLX 9030 PCI Controller on the PTA card we are using does not allow for

DMA transfer. It could in principle be used in burst-mode, but this feature is not
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Table 4.1: Data transfer rates from the PTA on different architectures

AMD Athlon (1.3 GHz) | INTEL PentiumIV (1.8GHz)
and Linux and Windows 2000
Direct connection
to motherboard 6 Mb/sec 4Mb/sec
Connection to motherboard
by PCI extender 2.6 Mb/sec 2Mb/sec

available on the INTEL architecture. We are thus forced to run in single word
transfer mode, but this seems more than adequate for our beam test needs. In fact
we decided to run the DAQ on a AMD processor with Linux OS from the results
obtained in Table 4.1. In this configuration we achieve a 2.6 Mbyte/sec data rate
with the PCI cards connected to the motherboard through the expander, enough to

sustain the data flux from the pixel planes.



Chapter 5

Lorentz angle measurement

5.1 Introduction

The DAQ system I developed with the Milano group is designed to be used for the
test-beam at Fermilab. This system has been designed to be extremely flexible: it
can be used to test a single pixel detector in a test bench or a full set of detectors
in a complex test-beam environment.

The test-beam purpose will be to measure the detector performances (e.g. spatial
resolution) in a readout configuration similar to the one envisaged for the exper-
iment, where the detector will provide data at his own pace, independently of an
external trigger. This will be the first time where the ROC chip (FPIX) will be used
in this configuration on a beam. The pixel detector will operate in a high magnetic
field of 1.5 T and the determination of the position of the particles passing through
the detector will be deteriorated by the effect of this field on the charge carriers in
the silicon. In fact, the charge released in the detector will experience a Lorentz
force and will be deviated from the original trajectory resulting in a displacement
of the collected signal. The deviation angle is called Lorentz angle and its study has
been the subject of part of my thesis and will be the argument of this chapter.
The study of the Lorentz angle is crucial to provide the corrections needed to take
into account the displacement of the collected charge induced by the magnetic field

in order to improve the track reconstruction resolutions.
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Figure 5.1: Silicon lattice structure

5.2 Physics of silicon detectors

5.2.1 Basic semiconductor physics

In order to understand the physics of semiconductor detectors let’s first consider
the atomic bonding. Silicon detectors have a characteristic crystal structure. The
atoms within the crystal are arranged in a typical periodic order known as lattice.
Every symmetric lattice has a representative unit cell. Silicon has a diamond lattice
structure as shown in Fig. 5.1 and belong to the cubic-crystal family. This char-
acteristic lattice has its origin in the covalent bonding of the four electrons in the
outer orbit where each atom shares its valence electrons with its four neighbors.

For an isolated atom, the electrons of the atom can only have discrete energy levels.
When we bring N atoms together to form a crystal, the N-fold degenerate energy
level will split into N separate but closely spaced levels due to atomic interactions.
This results in a continuous band of energies. The detailed energy band structure
of crystalline solids can be calculated in quantum mechanics. Further decrease of
the spacing causes the band originating from different discrete levels to lose their
identities and merge, forming a single band as shown in Fig. 5.2. When the distance
between atoms approaches the equilibrium inter-atomic spacing of the diamond lat-
tice, this band splits again into two bands, see Fig. 5.3. These bands are separated
by a region which designated energies that electron in the solid cannot occupy. This
region is called forbidden gap, or band gap Ey,,. The upper band is called con-
duction band, while the lower band is called the valence band. A full energy band

cannot conduct and neither can an empty one. At very low temperatures, the va-
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Figure 5.3: Fermi function in a semiconductor

lence band is fully occupied, and the conduction band is completely empty. Under

these conditions, no current flows and the semiconductor acts as if it were an insu-

lator. An important parameter in the band theory is the Fermi level, the top of the

available electron energy levels at low temperatures. The position of the Fermi level

with relation to the conduction band is a crucial factor in determining electrical

properties. The Fermi level is the term used to describe the top of the collection

of electron energy levels at absolute zero temperature. This concept comes from

Fermi-Dirac statistics. Electrons are fermions and by the Pauli exclusion principle

cannot exist in identical energy states. So at absolute zero they pack into the lowest

available energy states and build up a ”"Fermi sea” of electron energy states. The
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Fermi level is the surface of that sea at absolute zero where no electrons will have
enough energy to rise above the surface. For intrinsic semiconductors like silicon,
the Fermi level is essentially halfway between the valence and conduction bands.
Although no conduction occurs at 0°K, at higher temperatures a finite number of
electrons can reach the conduction band and provide some current. The increase
in conductivity with temperature can be modeled in terms of the Fermi function
which allows one to calculate the population of the conduction band. The Fermi
function gives the probability of occupying an available energy state, but this must
be factored by the number of available energy states to determine how many elec-
trons would reach the conduction band. The number of particles per unit volume
with energy between E and E + AFE, n(FE), is given by the product of the number of
allowed energy states per unit volume, p(E), and the probability of occupying that
energy range, given by the Fermi function

1
HB) = T mmpr

(5.1)

where k is the Boltzmann constant, 7" the absolute temperature in Kelvin and Ey is
the Fermi level. Integrating n(E) from the bottom of the conduction band (E, = 0,
for simplicity) to the top of the conduction band Ey,, we get the particle density of

allowed energy states per unit volume:

v= [ sesmas 52

Using equation (5.2) the densities of the electrons and of the holes can be calculated
n=Nge G- (5.3)

p=Nye m" (5.4)

The lowest energy state in the conduction band is called Ex while Ey denotes the
highest energy state in the valence band. The effective density of state in the valence
band is Ny and N¢ is the effective density of states in the conduction band. In case
of equilibrium the electron density and the hole density are equal: n = p = n;,
with n; the intrinsic carrier density. For intrinsic silicon the Fermi level is halfway
the band gap. This has the consequence, that at room temperature the concentra-
tion of free carriers is very low (approximately every 10'? atoms are ionized). This
number of free charge carriers can be increased if the silicon is doped with impu-

rities. The semiconductor becomes extrinsic and further impurity energy levels are
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Figure 5.4: The left drawing shows the extra energy levels introduced between the
conduction band and valence band in n-type doped silicon. The right drawing shows

the extra energy levels for a p-type doped silicon.

.. - Acceptor
) - ® .. impurity

il

, -j\ Donor impurty ¢ B oo
: .__thrfeelactruns _.‘q/..
‘ LB (G e

Si ¢ ¢ Sii:B:. .
: . ..
- . g LB g
] e Sj o
B o L i‘

Figure 5.5: Donor (on the left) and acceptor (on the right) dopant impurities.

introduced, see Fig. 5.4. Depending on the number of valence electron the atom
bears, see Fig. 5.5, it is called donor (five valence electrons, such as antimony) or
acceptor (three valence electrons, e.g. boron). The intrinsic silicon becomes n-type
if a considerable number of donors is introduced. If the same is done with acceptors,
the silicon becomes p-type. In the p-type region there are holes from the acceptor
impurities and in the n-type region there are extra electrons.

Most semiconductor devices, however, incorporate both p- and n-type silicon and it
is the junction between these regions that leads to their useful characteristics. When
a p-n junction is formed, some of the electrons from the n-region which have reached

the conduction band are free to diffuse across the junction and combine with holes,
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see Fig. 5.6. Filling a hole makes a negative ion and leaves behind a positive ion
on the n-side. A space charge builds up, creating an electric field which prevents
any further flow of carriers. The space charge region is called depletion region. The
responsible potential is called the built-in voltage, V4;, leading to a deformation of
the conduction and valence bands as we see in Fig. 5.7. This deformation can be
increased by applying an external voltage, Vj;.s, which amplifies the bending and
enlarges the depletion region, see Fig. 5.8.

Conventional silicon detectors used in high energy physics are segmented p-n junc-
tion diodes that operate upon an external bias voltage. This forms a sensitive
depleted region of mobile charge and sets up an electric field that sweeps charge

liberated by ionizing particles to the collecting electrodes.
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Figure 5.7: Deformation of the valence and conduction bands at equilibrium.
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applied.

5.2.2 Charge transport

In silicon detectors two ways of motion are distinguished: drift and diffusion. While
the latter is not limited to specific particles (also impurities and crystal imperfections
can diffuse), drift caused by an external electric field affects only the free charged
particles in the semiconductor lattice. If carrier movement into a specific direction is
observed, despite of the mechanism which is responsible for this movement, a current
can be measured. In semiconductors often external influences such as electric or

magnetic fields cause a charge drift into a specific direction.

Drift

If a small electric field is applied to a semiconductor, each carrier will experience
a force F = —qE and will be accelerated along the field. Because of the phonon
scatterings with the lattice and with impurities the charge will lose momentum.
Macroscopically, a drift with constant velocity is observed. The momentum applied
to a carrier between two collisions is given by pPurifr = —qET and the momentum
gained is Pyrifr = M Ugrifr, where m* is the effective mass of the carrier in the lattice
and 7 is the mean free time between two scattering events also denoted as relaxation

time. The mass of the carriers, m*, differs from the free carriers mass, mg, in fact
) ) ) ) )
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the presence of the periodic potential, due to the atoms in the crystal without the
valence electrons, changes the properties of the carriers. The drift velocity is then
easily obtained by equating

—QET = M Ugrifs (5.5)

— T =4 =4
Varift = _(q )E = fept (5.6)

m*
Equation 5.6 states that the drift velocity is proportional to the applied electric
field. The proportionality factor is called electron and hole mobility, respectively g,
and .

Equation 5.6 implies that a carrier can be accelerated as fast as one likes by increas-
ing the electric field. Unfortunately this is not the case and equation 5.6 is not valid
for high electric fields.

In fact, under a high electric field, free charge carriers (electron and holes) gain
energy from this field. Since the carriers must remain in the band structure of the
semiconductor this energy has to be mediated to the lattice through increase of
carrier-phonon scattering. This effect becomes important if the energy gained from
the field is of the same order of magnitude as the thermal energy of the carriers (when
the drift velocity M-E becomes greater than the thermal velocity ~ \/W) Since
this behavior is similar to an increase of the carrier temperature the carriers are said
to be hot (hot electron effect, see e.g. Ferry in [39]). Due to the increased phonon
scattering the mobility does not remain constant but decreases with increasing field
strength. The expected energy increase goes into heating up the the lattice rather
than into the kinetic energy of the carrier. Then, equation 5.6 is no longer valid be-
cause the drift velocity does no longer increase linearly with the field. At very high
electric fields the velocity almost saturates, increasing very slightly for increasing
electric fields. An analytic expression based on an empirical model for the mobility

dependence on doping density and electric field strength is derived in reference [40]

Ho
(1 + (Eﬁ) )
with
HUmazr — Hmin
Ho = Mmin T W (58)
1+ ()
and

E. = vm/1o (5.9)
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Figure 5.9: Mobility vs electric field equated for electrons in silicon according to
equation 5.7 at 7' = 300°K and N.;; < 10'%cm ™

where V,.; and « are normalization parameters, N,y is the doping density and vy,
is a constant related to the maximum saturation velocity. If the doping variation
is small (Nesp < 10%em™?) pp can be assumed to be constant and equal t0 iz
The three parameters v,,, 5 and ug have been found empirically [41] and they
depend on temperature. The field dependence and the temperature are thus the
only remaining scaling parameters. Using Eq. 5.7 the mobilities of electrons and
holes can be calculated, as visualized in Fig. 5.9.

Furthermore complexity increases if in addition a magnetic field comes into play.
It was shown [42] that the transport of electrons and holes in semiconductors in
electric and magnetic fields can be described relatively well by a single classical
vector equation for each particle. One parametrization is

dr

d*r _ _ HH ar
dt

d_’ — —
. b O Byqg B+ L.
1

where 7 is the position vector of the electron or hole, B the magnetic field and E
the electric field. The mobility p is introduced in equation 5.7 and ug is the Hall
mobility (see Eq. 5.20).

Diffusion

Another transport mechanism well known in the kinetic gas theory is diffusion. If
there is a spatial variation of carrier concentration in the semiconductor material,

the carriers tend to move from a region of high concentration to a region of low
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concentration. This diffusion, first described by Nernst in the kinetic gas theory
was extended by Einstein relating the mobility of electrons and holes to the diffusion

coefficient D,,
kT

D, = —u (5.11)

q
The nearly Gaussian distribution for electrons and holes by diffusion is explained in
the theory of Brownian motion. A correlation between the standard deviation and

the diffusion coefficient id given by
o = V2Dt (5.12)

where t is the drift time. Diffusion is also active in the depletion region where
drift governs. Using equation 5.12 the spread of a charge cloud can be calculated.
In the neutral regions outside the depleted region there is no significant electric
field and the carriers move only by diffusion. If electron-hole pairs are generated
in the undepleted region there is a finite chance that some of the carriers reach the

depletion region before they recombine causing diffusion current.

5.2.3 Electric field distribution

Figure 5.10 shows the electric field distribution on the example of the one-sided
abrupt junction with a p*-implant in n-bulk material. For high p*-doping, the
growth of the space charge region into the region of high doping is negligible small
compared to the growth toward the n-side. According to the simple development
of E along the depletion depth it can be approximated with a straight line. From
Fig. 5.10 it can be seen that the electric field is maximal for x = 0. Taking this

into consideration the electric field strength in x can be calculated as

E(z) = 2‘?‘;‘3” (1 - 2) (5.13)

Here it is assumed, that Vg, is the depletion voltage used to fully deplete the detector
with the thickness d. After the full depletion of the detector the internal electric

field is no longer due to the spatial charge in the doped regions so the distribution
of the field after depletion is

2Ve Vz'as - Ve
B(r) = = (1—%) - et (5.14)

where Vj;.s is the bias applied to the sensor. This model satisfies the description of

the electric field of simple devices such as junction diodes or surface barrier detectors.
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Figure 5.10: Electric field distribution in a pixel detector

In case of more complex devices as for example strip or pixel detectors the field lines
are not parallel throughout the entire detector. Near the surface the field lines are
focused toward the charge collecting implants. Simulations shows that this bending

is dependent of the size of the implants and the gap, between them.

5.3 Lorentz effect

A general equation of motion for charge carriers in an electric field and under the
influence of a magnetic field was quoted in equation 5.10.
The Lorentz force, see Fig. 5.11, acts on every charge carrier with a velocity com-

ponent, perpendicular to the magnetic field with
F, = —qix B = —qu,B, (5.15)

This force gives the carriers a new direction, vy, and the angle between the initial
and the resulting direction is
tan®, = — (5.16)
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Figure 5.11: Velocity components under the influence of a magnetic field

The value for the velocity along the direction of the electric field is given in Eq. 5.6.
Assuming that an electron is deflected its velocity v, with respect to the magnetic

field can be derived from equation 5.15

E.B
vy = — ezl (5.17)

m*

Substituting the values in equation 5.16 lead to

qT
tan®, = —(—)B 5.18
anvr ) Y ( )
tan@L == /LHBy (519)

Equation 5.19 is the general relation between the applied magnetic field and the
Lorentz angle ©;. The proportionality factor ug is the Hall mobility which is
related to the drift mobility via

i = Thften (5.20)
The hall factor 7y is a dimensionless value determined to be [43]
r¢, = 115 (5.21)

i = 0.72 (5.22)

for electrons and holes.
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5.4 Experimental measurement

5.4.1 Setup description

As described in Par. 5.3, the Lorentz angle ©, is defined by:

A
Uy

where d corresponds to the drift distance along the electric field and Ax to the
shift of the signal position, and in this case we measure an effective Lorentz angle
value. The Hall mobility is denoted by uy, the conduction mobility by p. The Hall
mobility differs from the conduction mobility by the Hall scattering factor rg. This
factor describes the influence of the magnetic field on the mean free path of carriers
of different energy [44]. The Hole scattering factor has a value of = 0.72 for holes
and & 1.15 for electrons at room temperature.

When a particle passes trough the pixel sensor, it releases the charge all along

Figure 5.12: The figure shows the charge released by a particle passing through a
silicon detector. In presence of a magnetic field the Lorentz force acting on the

carriers deviates the trajectory modifying the shape of the cluster.

the whole trajectory. In absence of a magnetic field the charge drifts following the
electric field lines of the bias present in the sensor. The signal position doesn’t
depend by the depth where the charge is generated. When a magnetic field is
present, instead, there is also a Lorentz force acting on the carriers which deviates

their trajectory. The magnitude of this displacement depends on the depth where the
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<— Optical Fiber

<«— Focusing Lens

<— Blue LED Light

n+

Figure 5.13: The figure shows the principle of operation of the setup to measure
the Lorentz angle of electrons. It is equipped with a fiber delivering the blue LED
light which has a penetration depth of ~ 1um, connected to a focusing lens. The
detector is illuminated on the p-side, thus holes are collected immediately while

electrons move through the entire detector.

carriers are generated as it is shown in Fig. 5.12. The shape of the cluster in presence
of the magnetic field is thus different and a direct measurement of the displacement
of the center of gravity of the cluster is not enough to provide the correct estimation
of the Lorentz angle because one has to take into account the convolution of the
charge production point along the particle trajectory in the detector. An easy way
to measure the Lorentz angle, instead, is to produce the charge on the surface. In
this case, all carriers are subject to the same displacement, resulting in a translation
of the whole cluster with no change in the shape of the charge distribution. The
displacement of the center of gravity is thus equal to the Lorentz shift acting on a
single carrier.

In this case, the ratio between Az and d is easy to calculate and it is the ratio
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between the movement of the signal position and the detector thickness.
Following these simple considerations an experimental setup has been designed to

give a direct measurement of the Lorentz angle. The system is composed by:

e a blue LED. The LED light has a wavelength of A ~ 450nm, which has an
absorption length in silicon of ~ 1um at room temperature. The LED has

been glued to an optical fiber delivering the light to the silicon.
e A focusing lens to focus the LED light on few cells of the detector.

e A mechanical structure supporting both the pixel detector board and the lens

where the optical fiber was connected.

e A magnet providing a magnetic field up to ~ 0.67".

Figure 5.14: Orientation of the pixels in the magnetic field

The experimental hall temperature has always been around 24°C'.

The pixel detector is a n*/n/p* with the pixel electrodes located on the ohmic side
of the device. The sensor was bump-bonded to an FPIX1 readout chip developed at
Fermilab. The depletion voltage, measured through the dependence of the leakage

current on the reverse bias applied is 45V. The sensor thickness is about 280 um.
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The metallization, on the p-side, is not uniform but has small holes, coincident with
the pixel cells, to let the light pass through. When the detector is illuminated both
holes and electrons are produced. Holes are immediately collected on the p-side
while electrons move through the silicon to be collected on the other side of the
detector connected to the read-out chip. Thus the Lorentz angle measured is essen-
tially due to the movement of electrons, see Fig. 5.13.

The magnetic field was oriented mainly in the y-direction while the electric field E
was in the z-direction, see Fig. 5.14. The resulting Lorentz displacement is therefore
in the x-direction where the pixel size is 50um thus resulting in a better determina-
tion of the charge movement.

The signal position is computed using the center of gravity method:

Z(PH) = S PH,

(5.24)
where PH; is the pulse height of the pixel ¢ and z; the x coordinate of the middle
point of pixel 7. An example of a profile obtained measuring the pulse height of

every pixel is shown in Fig. 5.15

| Pixel Cluster |

Figure 5.15: Example of profile of the charge collected by the pixel detector illumi-
nated by the LED
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5.4.2 Calibration

The pulse height of the pixel cells is obtained with a threshold scan. The FPIX1
read-out chip sets a common threshold to all the pixel cells, by an external voltage.
This voltage is provided by an external power supply which can be driven by a GPIB
interface. Since every readout channel has a characteristic level of the threshold a
calibration must be performed in order to take into account the resulting different
response of the pixels.

A relative calibration of the ADC response of each cell on the read-out chip has been
performed by injecting charge into individual pixels, sending one hundred pulses to a
calibration capacitor for each front-end channel at a fixed value of the pulse voltage
in the pulser and at a fixed value of the threshold applied, and then counting the
number of responses for that particular threshold. The result is a threshold scan
curve which tells at which threshold level the pixel is sensitive for that particular
voltage. This information can then be easily converted to the amount of charge
needed to have a signal at that particular threshold. An example of threshold scan

is given in Fig. 5.16.

| ROW 66, COLUMNO |

0.8

0.6

0.4

0.2

140 141 142 143 144 145 146 147 148
mV

Figure 5.16: The figure shows the threshold scan performed for the cell at row 66
and column 9. The abscissa represents the obtained pulse voltage, expressed in mV,

while the ordinate is the ratio between pulses read-out and pulses sent.
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Figure 5.17: This histogram shows the linear relation between the applied pulse

voltage (abscissa), and the threshold response (ordinate) for the cell 66/9.

The threshold response is linear with the amount of charge injected. The cali-
bration threshold scan was done at different injecting voltages and then the results
fitted with a straight line which provides the proportionality between the threshold
response and the charge injected. For every pixel cell these lines provide the conver-
sion factor between the threshold and the amount of charge collected. An example
of this linear fit is shown in Fig. 5.17.

Once calibrated the cell responce, I could then proceed to evaluate the center of
gravity of the charge released in the detector when enlighted by the LED, using
Eq. 5.24. If the light source remains fixed, relative to the detector, the center of
gravity of the collected charge provides the best available information on the dis-
placement of the charge collection induced by the magnetic field, and thus opens up

the possibility of measuring the Lorentz angle, as depicted in Fig. 5.13.

5.4.3 Measurement

In general we would expect the center of gravity of the collected charge to be dis-

placed by an amount linearly proportional to the applied external magnetic field.
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Figure 5.18: Displacement of the cluster center of gravity along the X axis

In particular, for a perfectly aligned sensor (see Fig. 5.14), the displacement should
occur along the X axis only. In practice two effects contribute to alter this simple

picture:

e the "mechanical” movement of the measurement device, induced by the mag-
netic field

e the imperfect alignement of the pixel sensor along the magnetic field lines

The resulting measured displacement along the X axis is then the sum of the
Lorentz and the mechanical movements, thus resulting in a non linear displacement
as shown in Fig. 5.18, while, along the Y axis, there is also a non null movement
due to the two contributions described above, as shown in Fig. 5.19.

The experiment setup (described at paragraph 5.4.1) features, in fact, several me-
chanical components with non negligible sensitivity to a magnetic field, in particular
the metallic rod that supports the LED focusing lens. In contrast to the charge car-

riers in the sensor, which are sensitive to the sign of the applied magnetic field,
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Figure 5.19: Displacement of the cluster center of gravity along the Y axis

the metallic components are only sensitive to the absolute value (modulus) of the
field. We therefore expect a two-fold contribution to the displacement of the charge
due to those effects combined. But, since the displacement due to the mechanical
movement is an even function of the magnetic field (does not change sign revers-
ing the magnetic field sign) while the charge displacement is described by an odd
function, it becomes feasible, in principle, to isolate (or cancel) one contribution at
time. Taking the semi-difference of the displacement measured at opposite values of
the magnetic field allows to cancel the component due to the mechanical movement
and thus isolate the pure effect of the Lorentz angle. This is possibile assuming non
histeresis effect are present, which I verified to be the case by means of a repeated

set of measurements taken at different values of the magnetic field. In summary:

(Xp+ X p) (Vp+1 p)
2 2

leaves the pure mechanical movement  (5.25)

Xp—X_ Y —-Y_
(X 5 5) or (Y 5 5) leaves the pure Lorentz ef fect (5.26)
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5.4.4 Data analysis
Mechanical movement

I took several data samples under a matrix of different experimental conditions:
e different values of the magnetic field
e different values of the bias voltage

If the hypothesis stated above about the effect on the charge displacement in-
duced in part by a mechanical movement of the supporting structure holds true,
one should observe that, once subtracted the Lorentz angle displacement contribu-
tion, the remaining displacement should be insensitive to the bias applied to the
detector. In order to check this important point, I filled a set of histograms (one
for each different applied voltage), see Fig. 5.20 and Fig. 5.21, with the semi-sum of
the displacement at opposite values of the magnetic field. This has been done for
the whole range of applied fields, from -3 kGauss to +3 kGauss. A combined fit of
these plots with a single curve exhibits a good x? (0.07 along the X direction and
1.14 along the Y direction) indicating a substantial insensitivity of the mechanical
induced charge displacement from the applied voltage. This strongly supports the
hypothesis that the effect of the mechanical-induced displacement can be correctly

subtracted.

Lorentz displacement

Figures 5.22 and 5.23 show the results I obtain once the mechanical contribution
to the charge displacement has been cancelled. First one should note that, after
subtraction, the data nicely follow a linear dependence upon the applied magnetic
field. Second, the data along the Y coordinate, where the field should be absent,
also exhibit a residual displacement effect (whose linearity is less pronounced): this
is due to the non perfect alignement of the sensors with respect to the field lines
and to the fact that the metallic rod holding the focusing lens has a non negligible
movement component along this coordinate. Along this coordinate, moreover, the
sensor dimensions are so large that only two cells contribute to the measurement

thus degrading the resolution of the measurement.
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Figure 5.20: Displacement along the X axis obtained with the semi-sum of the

measures taken at opposite values of the magnetic field for different biases applied

to the sensor, thus effectively removing the Lorentz force contribution. The black

lines are the single fits while the red dashed line is the common fit.



5.4 Experimental measurement

125

E sf [ «/ndf VAR E2 E JE[#7ndf 0.0539395 1 2 7
%~ E | Prob 0.937365 g % Prob 0.973391 .
“E| curvature 0.194146+0.146584 35E" | Curvature 0.366994 +0.146584 L.
35E | Slope 1.05204+0.344462 sf- | Slope 0.384547 +0.344462 R

2.

2

1!

o

-

0.

o

N
Py Laay L L LR LR LA AL LA L

05 1 15 2 25 25
B [kGauss] B [kGauss]
E **E [ 7 ndf 0.0630061/2 € F [ /ndf 0.092677472 3
> 4F | Prob 0.968988 % “E | Prob 0.954719
3sE- | Curvature 0.112369+0.146584 3sf- | Curvature 0.22051+0.146584
LE | Slope 1.15959+0.344462 Sf | Slope 0.836274 +0.344462
25 f— 2-55—
o
15 15
1 E— 15_
osf- osf-
obs 1 L b L
0 05 1 15 2 25 0 05 1 15 2 25
B [kGauss] B [kGauss]
€ 45 ¢ /ndf 0.0488431 /2 E I ndf 0.0887353 /2 1
% 4f-| Prob 0.975874 = Prob 0.956602
a5 5_ Curvature  0.19609+0.146584 Curvature 0.252174+0.146584
E | Slope 0.950768 +0.344462 Slope 0.739272 +0.344462
3
25F 2
2
15 E— 1!
1
05 f— 0.
ot L L
0 05 1 15 2 25 0 05 1 15 2 25
B'[kGauss] 8 [kGauss]
:E 2/ ndf 0.0380824 ] 2 7
> “E| Prob 0.981139
35F- | Curvature 0.250516+0.146584
SE- | Slope 0.734047 +0.344462
25 f—
o
1sf-
=
0.5
1
0 25
B [kGauss]

Figure 5.21: Displacement along the Y axis obtained with the semi-sum of the
measures taken at opposite values of the magnetic field for different biases applied
to the sensor, thus effectively removing the Lorentz force contribution. The black

lines are the single fits while the red dashed line is the common fit.
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Figure 5.22: Lorentz displacement along the X axis obtained with the semi-difference

of the measures taken at opposite values of the magnetic field for different biases

applied to the sensor.



5.4 Experimental measurement

127

Sensor Bias 100V

E FT#/ndf 1.59537/3
% M| Prob 0.660439
12f- | Slope  0.413021 +0.0590927
1=
08~
06f
0af-
02f
C; 1 1 1 1
0 05 1 15 25
B [kGauss]
E LE]/ndt 1.87915/3
% FE | Prob 0.597865
Y2E [ slope  0.389917 + 0.0590927
1
08
06
04f~
02f~
oF
0.2 E 1 1 1 !
0 05 1 15 25
B [kGauss]
E 1| x*/ndf 3/3
%z [ | Prob 0.391625
%% | slope  0.214112 +0.0590927
0.6 :—
0.4 :—
0.2 :—
0
-0.2 -
- 1 1 1 1
0 05 1 15 25
B [kGauss]
E 2T 5%/ ndf 0.83926/3
% L,F | Prob 0.840055
F | Slope  0.305103 + 0.0590927
0.8 —
o6~
0.4:—
0.2 :—
of
; 1 1 1 1
0 05 1 15 25
B [kGauss]

EVE ot 1.06633/3
% LE | Prob 0.785207
18F- | Slope  0.737585 + 0.0590927
1.65—
14
1.2
1
0.8
0.6
0.4
0.2
E,
0 0.5 15 2 25
B [kGauss]
E LE]«ndt 11720973
% F | Prob 0.759705
12| Slope  0.398889 + 0.0590927
A=
0sf-
06
04f
02f
; 1
[ 05
E YF T %2/ ndf 0.250534 /3
% 14f | Prob 0.969046
1oF- | Slope  0.466506 + 0.0590927
1=
08
06
04~
02
E
0 05 15 2 25
B [kGauss]

Figure 5.23: Lorentz displacement along the Y axis obtained with the semi-difference

of the measures taken at opposite values of the magnetic field for different biases

applied to the sensor.
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Corrections

Since the Lorentz angle measurement depends upon measuring a charge displace-
ment at different values of a magnetic field, and since each individual position is
deduced by computing the charge cluster center of gravity from binned pixel cells,
an indetermination is introduced in the measurement by the finite size of these cells.
In order to evaluate the effect of this indetermination a detailed MonteCarlo sim-
ulation has been performed to compute a correction factor that takes into account

this rounding off effect.

In Fig. 5.24 the charge distribution of a single measurement is represented both

as raw data and as a superimposed gaussian fit. The true value of the beam spot

| Chargecluster |
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Figure 5.24: When the charge collected is shared only on few pixel cells the center

of gravity calculated can be different from the mean value of the distribution.
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Figure 5.25: Distribution of the centers of gravity obtained by data

center, assuming it could be described by the peak of a perfect gaussian shape,
is offset, with respect to the mean value of the charge distribution, by a small
quantity introduced by rounding off the continuous charge distribution into finite
bins represented by the pixel cells. In order to compute a correction function for
this displacement, I did the following study:

1. I computed the mean value of the beam spot from the whole data sample along
the X direction. Subsamples at different values of bias and magnetic field where
all equally populated. The resulting distribution is shown in figure 5.25. The
distribution, almost flat in a limited region around 3386um, is contained well

within the boundaries of the pixel corresponding to raw 67.

2. T then proceeded by generating a sample of 10000 gaussians with fixed width
and amplitude taken from the data sample shown in Fig. 5.24 and mean value

distributed flat in the range obtained from figure 5.25.

3. For each chosen gaussian, the shape has been superimposed on a grid of pixels
at fixed positions, and the fraction of gaussian area overlapping each bin has
been computed. The mean value of these redistributed charges has then been

computed and plotted in a distribution, see Fig. 5.26a.
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Figure 5.26: The top left histogram is a plot of the center of gravity distribution of
the gaussian charge shape spread over six 50um pixel cells. The top right histogram
is a plot of the mean value of the gaussian shapes randomly chosen. The bottom
left histogram is a plot of the difference between the mean value and the center of
gravity of the pixel cells. The bottom right histogram, instead, shows the linear

correlation between the center of gravity and the mean value of the gaussian.

4. Since the reference distribution in Fig. 5.25, taken from real data, displays
mean values already rounded off from discretized pixels, the true position of the
gaussian peak is in this case unknown. The MonteCarlo distribution obtained
in point 3 is therefore somewhat different from the mother distribution by an
amount presumably equal to the unknown displacement due to rounding off.
To adjust for this small value, I iteratively shifted the range of input values to
MonteCarlo generation, until the distribution obtained from simulation closely

resembles the original data (see figure 5.26b).

5. For each generated gaussian, the difference between the input value (peak
position of the gaussian) and the computed mean after discretization is plotted
(Fig. 5.26¢). The spread turns out of the order of 1pum.

6. Finally I could obtain the correlation curve between continuous beam spot
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Figure 5.27: The charge of the 6 central pixel cells is distributed on two big cells only
and the percentage of the charge collected in those cells is calculated. The mean
position calculated with the fine granularity can be different to the one calculated
with a coarse distribution. It is then possible to correlate the percentage of the

charge with the error in the determination of the position d.

input coordinates (mini Montecarlo input) and the corresponding computed
values from discretized quantities, see Fig. 5.26d

The correction value to be applied to the data is extracted from this curve, used as
a look up table to shift input data to corrected values. Once applied the correction,
the difference between corrected and uncorrected data is shown in Fig. 5.28 for the
mechanical movement and in Fig. 5.29 for the Lorentz displacement. The last figure
shows that the correction is linearly proportional to the displacement, being larger

for larger displacements. The overall correction turns out to be of the order of 7%.

A similar analysis has been performed for the coordinate parallel to the applied
magnetic field. Here the problem is exacerbated by the very coarse granularity of
the system: the whole laser beam spot is contained in just two pixel columns, thus
discretization is maximal in this case. On the other side the displacement due to the
Lorentz angle is negligible in the direction parallel to the magnetic field lines (of the
order of less than 1um), thus the effect of the correction is small any way. Assuming
the shape of the beam spot equal along X and Y (which I verified by rotating the

optical fiber by 90 degrees and by repeating the position measurement in this case),
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Figure 5.28: Comparison between the mechanical movement corrected (red line) and

non corrected (black line) along the X axis
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Figure 5.30: The abscissa represent the percentage of the charge in one 400um
column, while the ordinate is the difference between the center of gravity calculated
with charge shared in the two columns and the one calculated distributing the charge

over six b0um cells.

one can determine the correction to apply to the data along this direction also.
Following is a description of the algorithm used in this case which is also depicted
in Fig. 5.27:

1. for each data, I redistributed on a grid of two 400um cells, representing the
two columns illuminated by the LED, the charge measured along the X axis,
where the pixel size is 50pm, moving the grid by steps of an integer pixel cell,
obtaining for each step the percentage of the charge distributed on the two

columns.

2. For each step I calculated the difference between the center of gravity obtained
with the fine and the coarse distribution of the charge and then plotted this
difference vs. the percentage of the charge collected in one of the two columns,

as shown in Fig. 5.30.

The amount of charge released in the first of the two 400pm columns affected by the

laser spot was consistently around 25% of the total. I therefore used a region of +5%
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Figure 5.32: Comparison between the Lorentz displacement corrected (red line) and
non corrected (black line) along the Y axis. On this axis the correction to the

Lorentz displacement is of the order of half pum.
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around this value to perform a fit which is then used as the correction function to
adjust data along the Y direction. The results obtained applying this correction are
shown in Fig. 5.31, for the mechanical movement, and in Fig. 5.32, for the Lorentz

displacement.

Error determination

Curves at different voltages exhibit wide chi-square variations taking the mean value
of the errors associated to each point, see Fig. 5.33. This is due to the incomplete
knowledge of the statistical error associated to a single charge measurement. To
improve the determination of this value, I have boosted the error associated to
points of the worst fit (100 V' for the X direction and 300 V for Y'), in order to
obtain a x? ~ O(1), see Fig 5.29 and Fig. 5.32. These values have then been used
as the “standard” error of all the other plots.

Another source of error is the indetermination of the Magnetic field measured
with an Hall probe. This indetermination is of the order of the 3%.
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Figure 5.33: Distributions of the statistical errors associated with the measurements,
for corrected and non corrected data both in X and Y.
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Figure 5.34: Lorentz displacement measured in the detector for the maximum mag-
netic field applied at different biases. The green line is the expected displacement
predicted by theory using Eq. 5.28 while the points are the measured displacements

for different biases.

5.4.5 Total Lorentz displacement

In the preceding discussion the displacements in the X and Y direction have been
considered separately. The magnetic field is directed along the Y axis so the Lorentz
displacement is expected along the X axis only but, as we previously saw, there is
also a very small component along Y. This is probably caused by the imperfect
alignment of the sensor with respect to the field. The total Lorentz displacement is

then the sum in quadrature of the two displacements on the XY plane.

2 2
AL =22+ 12 =B x %+%:Bx,/m%+m§ (5.27)

The linear fits to the Lorentz displacement in the X (Fig. 5.29) and Y (Fig. 5.32)
directions give the slopes used in Eq. 5.27. The associated error is obtained prop-
agating the errors of each measurement in the two perpendicular directions. In
Fig. 5.34 it is plotted the Lorentz displacement obtained for the different values of
the applied electric field.



5.4 Experimental measurement 139

5.4.6 Comparison with theory

The setup I used for the measurement allows a straightforward comparison with
theory. As we saw at paragraph 5.2.2, the mobility is well described by the empirical
formula

w= Ho (5.28)

(1 (Eﬁc)ﬁ)‘l’

and from Eq. 5.23 is easy to calculate the displacement of a charge

Ax = pyBd = ryuBd (5.29)

The Hall scattering factor is a constant term ry = 1.15 for electrons, B is the value
of the applied magnetic field and d is the thickness of the detector. The only non
constant term is the mobility which depends upon the applied electric field which
varies in the detector due to the space charge distribution. The distribution of the
electric field in the detector is shown in Fig. 5.35 assuming a uniform distribution
of the charge.

(V= )dy

(V+V,)/d
< P+ implant

Figure 5.35: Electric field distribution in the detector.

For a charge drifting from the surface of the detector, which in our case corre-
sponds to the whole cluster charge, it is very easy to predict the shifted position to
compare with data. The only parameters needed in input are py, E. and 3. These
parameters are determined empirically [41] looking for the best fit to the mobility
data using formula 5.28.

These parameters have a temperature dependence which can be well approximated
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Figure 5.36: Displacement expected in pum of the charge carriers along the silicon

detector due to the Lorentz force.

by a power law and for electrons the values quoted in literature are:

po = 1.42-10° -T2 em?/V - s (= 1438 @ 300°K) (5.30)
B = 257-107%.7%6 (= 1.11 @ 300°K) (5.31)
E, = 1.01-T"® V/em (= 6980 @ 300°K) (5.32)

These relations give just an approximation of the parameters values which are well
measured at 7' = 300°K. At room temperature the values which best fit these data

available in literature are quoted as: have been found to be:

po = 1450 em?/V - s (5.33)
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g = 1.30 (5.34)
E. = 7240 V/em (5.35)
which are slightly different from those predicted by the equations 5.30, 5.31, 5.32.
It is now easy to calculate the displacement of the electrons in the detector and the
results are plotted in Fig. 5.36. The values obtained are in good agreement with the
measured one, as can be seen in Fig. 5.34, where the green line is the displacement
predicted with Eq. 5.29.
The red line is the fit to the data using the same equation but with those three

parameters free. The values of the parameters obtained from a fit to our data are

po = 1486 + 123 em?/V - s (5.36)
B =119 +£0.24 (5.37)
E. = 7706 + 550 V/em (5.38)

The 2 is 1.35 for the fit to the data and 1.22 just using the phenomenological model
with the parameters found in equations 5.33,5.34,5.35.

5.4.7 Results

In table 5.1 are summarized the results extrapolated at 1.5T, which will be the value
of operation of the BTeV magnet. The total error is composed by the statistical

error and the indetermination of the magnitude of the magnetic field.

Table 5.1: Summary of the Lorentz angle measurements extrapolated at 1.5T

BIAS | Theory | Measurement Error

100V | 11.18° 11.16° +0.14° £ 0.3°
150V | 9.75° 9.98° +0.15° £ 0.3°
200V | 8.56° 8.62° +0.14° £ 0.3°
250V | 7.59° 7.52° +0.14° £ 0.3°
300V | 6.80° 6.78° +0.13° £ 0.3°
350V | 6.15° 6.40° +0.15° £ 0.3°
400V | 5.60° 5.82° +0.14° £ 0.3°

In Fig. 5.37 the effective Lorentz angle extrapolated at 1.57" is shown for dif-
ferent values of the biases applied. The green line is the angle predicted by the

phenomenological model, while the red line is the fit to the data.
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Figure 5.37: Effective Lorentz angle in the detector extrapolated for the 1.5T mag-
netic field present in BTeV. The green line is the theoretic displacement calculated
for different biases using Eq. 5.28, while the red line is the fit to the data.

5.4.8 Comparison with other measurements

The results obtained are in good agreement with other measurements taken by
CMS [45] and ATLAS [46]. The comparison for non-irradiated silicon detectors is
shown in Tab. 5.2

Table 5.2: Comparison of the Lorentz angle measurements at 1.4T with a 150V bias.

ATLAS CMS BTeV
9.0°£04°£0.5°| 9.0° | 9.3°£0.14° £ 0.3°

5.4.9 Prospects

The simple experimental setup described in this chapter allows fast and accurate
measurements of the Lorentz angle. At the full luminosity at which BTeV plans to

operate, the innermost pixel detector will receive an equivalent fluence of ~ 10
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minimum ionizing particles/cm?/year. This will lead to radiation damage of the
silicon pixel sensors. A study of the Lorentz angle for irradiated devices will be
crucial to improve the accuracy of the vertex detector because the radiation damage
is not uniform and the Lorentz angle depends upon the radiation damage [47].
The particle-induced lattice displacement throughout the entire crystal affect the
mobility and thus the Lorentz angle. Different parts of the detector will then need
a different correction. With this setup I will then be able to measure the relation

between the Lorentz displacement and the irradiation dose.
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Conclusions

During my three years of PHD I have been working in the BTeV experiment.

My activity has concentrated on the development and characterization of the BTeV
pixel detectors. I developed a completely new DAQ system, which will be used for
the next pixel test beam at Fermilab, and, using this system, [ measured the Lorentz
angle in these detectors.

The originality of the new DAQ stems from the use of the PCI protocol, a stan-

dard in PC technology, which gives great advantages in portability, flexibility and
costs when compared with other protocols widely used in High Energy Physics such
as VME or CAMAC. The present DAQ features a completely data-driven architec-
ture which does not require any external trigger to start the readout sequence. In
this way, the pixel detectors will be tested on the beam in the real BTeV working
conditions.
I have already demonstrated that both the hardware and software components are
working properly by injecting charge with a pulser. The readout chip worked as
expected and the DAQ was able to build events using the time-stamp information
only, without the presence of any external trigger.

The measurement of the Lorentz angle was performed with a very simple ap-
paratus and the DAQ I developed. The results are consistent with the theoretical
expectations and improve the previous measurements obtained by ATLAS and CMS
for non-irradiated sensors. The same experimental setup will be used in the next
future to study the Lorentz angle in highly non-uniformly irradiated sensors. In this
case, the Lorentz angle will depend on the radiation dose absorbed by a particular
zone and, consequently, a different correction should be applied in order to recon-
struct the right coordinate information. This study will be crucial to understand

the performance of the pixel detectors in BTeV.
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