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Abstract

This dissertation describes the measurement of the average B hadron lifetime
using a high statistics sample of B — J/9X decays produced in pp collisions
at a center of mass energy of /s = 1.8 TeV at the Fermilab Tevatron. The
integrated luminosity of the sample is 10.1 pb~! recorded with the Collider
Detector at Fermilab (CDF). In this analysis the decay vertex of the decay
J/ — ptp as reconstructed by a silicon vertex detector is used to extract
the lifetime from the data. This measurement is the average over all b-
hadrons produced weighted by the product of their branching ratios into
J /1 and their production cross sections. We find the following value for the
average b hadron lifetime:

T = 1.46 + 0.06 (stat.) £ 0.06 (syst.) ps

This is the first measurement of the b-hadron lifetime at a hadron collider.
It demonstrates that it is possible to access the large b-quark production
cross section in pp collisions and to achieve high statistics even in modes
which have small product branching ratios as in this case:

BR(B — JJYX) - BR(J/{ — ptp~) = 7.7 x 107,
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1 Theoretical Introduction

This section gives a brief theoretical introduction emphasizing the topics
relevant for the measurement described in this dissertation. The topic of this
thesis is the determination of the average lifetime of b-hadrons produced in
pp-collisions at /s = 1.8 TeV using inclusive J/1. So the different sources
of J/1¢ produced in pp-collisions will be listed, the b-cross section will be
given as well as an estimate of the branching ratio for the decay B — J/¢X.
Finally the b-lifetime formula will be derived which in section 8 will be used
to give an estimate for the element |V,;| of the Cabibbo-Kobayashi-Maskawa
matrix.

1.1 The Standard Model

The so-called Standard Model of particle interactions consists of two major
parts: Quantum Chromo Dynamics (QCD) [1] based on the SU(3) group de-
scribing the strong interaction and the Glashow - Salam - Weinberg (GSW)
model [2] for the electromagnetic and weak interactions. The latter is gen-
erally referred to as the Standard Model of electroweak interactions, and is
based on the group SU(2) x U(1). In the electroweak model there are three
types of elementary particles:

e Fundamental fermions: leptons and quarks are regarded as pointlike
particles which couple to the gauge bosons of SU(2) through their weak
charge and to the photon of U(1) through their electric charge.

e Four gauge bosons: Z°, W=, ~ | corresponding to the mediators of the
electroweak interaction. The massive Z° and W are the mediators
of the short range weak interaction. The massless photon or v is the
mediator of the long range electromagnetic interaction.

e The Higgs boson: The Higgs field is responsible for the masses of all
the particles through the spontaneous symmetry breaking process.

The left-handed fermions are assumed to transform as doublets under the
weak isospin group (weak isospin I3 = 1/2), and the right-handed ones as
singlets (weak isospin I3 = 0). So far there is no evidence for the existence
of right-handed neutrinos. There are three fermion generations now known



Generation: 1 2 3 I3 Y Q
e -7 1/2 —1 0
Leptons ( g ) ( Vi ) ( g ) /
e ), w), T ), | —1/2 -1 -1
t? 1/2 1/3 2/3
Quarks “ ¢ / / /
d s b —1/2 | 1/3 | -1/3
L L L

. [ 9" 1/2 1
Higgs d7 = ( & ) 1) ) 0

Table 1: Particles and fields in the GSW model. The quantum numbers of
the third component I3 of weak isospin, weak-hypercharge Y and the charge
Q are given. They are related by () = I3 + %Y.

and the experiments at the LEP accelerator at CERN located in Geneva
Switzerland have shown that the shape of the ete™-annihilation cross section
around the invariant mass of the Z° is in good agreement with the prediction
of the standard model for 3 species of light neutrinos [3]. Table 1 lists the
properties of the fundamental particles. The scheme is not complete yet,
the top quark, the 7-neutrino and the Higgs particle haven’t been found
yet and only indirect evidence exists for their existence. One of the most
important goals of modern elementary particle physics is to fill the ‘holes’ in
that scheme. The highest priority for the two experiments CDF and DO at
the TEVATRON (see below) is the discovery of the top quark.

The three massive vector bosons Z° and W* mediate the weak inter-
action. The nine massless vector bosons the photon and eight gluons are
respectively responsible for the electromagnetic and strong interactions. Ta-
ble 2 lists the properties of all gauge bosons.



Spin | Charge | Color | Mass (GeV/c?)
y 1 0| no 0
70 1 0] no | 91.187 £ 0.007 [3]
W 1 +1| no | 80.22+0.26 [3]
g (1=1,..,8) | 1 0| yes 0

Table 2: Properties of the gauge bosons. The eight gluons correspond to the
octet associated with the three colors of the QCD SU(3) group.

1.2 Theory of the Electroweak Interaction

The interactions of the SU(2) x U(1) gauge field are specified by the elec-
troweak theory with the coupling constants determined by the electric charge
e, and the weak mixing angle sin? @y through the following relationships:

electromagnetic coupling : e = _ 992
Vi + 95
weak coupling : gz = S (1)

sin By cos Oy

where ¢g; and gy are the coupling constants of the U(1) and SU(2) groups,
respectively.

The fields resulting from the basic SU(2) and U(1) groups are propagated
by the photon and the Z° and W= bosons. While the photon is massless,
the masses of the Z° and W¥ bosons are related to the weak mixing angle
Ow in the following way:

M2
sinfy =1 — =%, 2

The electromagnetic interaction proceeds through a pure vector type cou-
pling, while the W* leads to a charged weak coupling through the vector
minus axial vector (V-A) factor. The Z° neutral current weak interaction
contains V and A couplings. These couplings are summarized in the following
figures:
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Figure 1: Feynman diagrams for charged and neutral-current couplings.

The parameters g,; and g,s are the fermion vector and axial vector cou-
pling constants.

Yoy = I3y oy = Isy — 2Qy sin” Oy (3)

where f refers to the particular fermion, ) is the fermion charge, and I3y is
the third component of the weak isospin.

1.3 The CKM Matrix

In the Standard Model with SU(2) x U(1) as the gauge group, the left-handed
quarks are arranged in doublets:

() () ()

where the d’, §', and b’ quarks are the mass eigenstates that are not the same
as the weak quark flavor eigenstates d, s, and b. The u, ¢ and t quarks are by
convention unmixed. The matrix which relates this two bases is the so-called
Cabibbo-Kobayashi-Maskawa (CKM) matrix [4], which is the extension of
the four-quark case where the mixing was expressed in form of a single angle
the so called Cabibbo-angle [5].



d/ Vud Vus Vub d
s/ = Vea Ves Va s (5)
v Via Vis Va b

Historically the Cabbibo theory was introduced at a time when only three
quarks (u, d, s) were known. To explain the fact that strangeness changing
weak transitions appeared to have only one fourth of the strength of u — d
transitions Cabbibo proposed:

J:Iadronic — J;SASZO) COoS 90 4 J}SAS:l) sin GC (6)

where O¢ is the Cabibbo angle. This way he could fit several rates for the
beta decays of strange particles. Experimentally sin #- was found to be ~
1/4.

Each of the nine complex elements V;; of the unitary CKM matrix repre-
sents the coupling of a charge 2/3 quark to a charge -1/3 quark. If there are
more than three generations of quarks, the CKM model would have to be
extended to a larger matrix. Studying B decay properties and B°B%-mixing
can give information on the CKM matrix elements which involve the b quark.

The Wolfenstein parameterization [6] emphasizes the relative size of the
CKM matrix elements by expressing them in powers of the Cabibbo angle .
In this parameterization the CKM matrix is approximated in terms of three
real variables A\, A and p, and a phase 7:

1—A?/2 A AX3(p — in)
Vo~ Y 1 N/2 AN (7)
AN (1 —p—in) —AN? 1

where A=0.22 [6], A =0.90 £0.12 [7], and the experimental limit on charm-
less semileptonic B-decay gives v/p? +n? = 0.39 £ 0.07 [7]. Note that this
parameterization is only correct to order A\* in the matrix elements. A more
detailed discussion about the properties of the CKM-matrix and how the
magnitudes of its elements are determined experimentally can be found in
references [8] or [3].



1.4 Inclusive J/¢-Production at High Transverse Mo-
mentum at the TEVATRON

As pointed out in [10] the decay J/v — p™u~ provides a clean b-enriched
signal at a hadron collider. This sample is a good starting point to do b-
spectroscopy, to search for new B-hadrons [11], and to study the properties
of b-production and direct J/¢ and x-production.

Since the topic of this dissertation is the measurement of the b-lifetime
we want to keep this section short and emphasize only the facts which are
relevant in the context of this analysis. This are:

1. the decay J/v — p*up~ provides a simple trigger to obtain a clean
b-enriched sample at a hadron collider.

2. the b-production cross section at the TEVATRON is large so that it is
possible to obtain a high statistics sample of b’s although the product
branching ratio for the chosen decay mode is very small:

BR(B — J/YX) - BR(J/¥ — pp~) = 7.7 x 1074 [9].

3. Not all J/¢’s come from b-decays. The larger fraction comes from
prompt sources. That means we have to distinguish this two compo-
nents in order to be able to extract the b-lifetime from our sample.
How this is done technically will be described in section 3

At the TEVATRON there are two possible sources of J/1¢ production at
large P, (see e.g. [10]).

1. from direct charmonium production:
99, 49 — x g and qg — xg with x — ¥y

2. from production and decay of b-hadrons:
gg, q7 — bb with b — B — ¢ X
gg, q7 — bbg and qg — bbg with b — B — X



Estimates of the differential cross section of all these different sources are
calculated in [10]. The cross section for b-quark production in pp-collisions
at /s = 1.8 TeV is in the order of 10 pgbarn when requiring the transverse
momentum of the b-quark to be greater than 8 GeV/c and the rapidity to
be |Y| < 1.0. Figure 2 shows the result of the various CDF b-quark cross
section measurements using the data collected in the 1988/89 collider run
([9] [12], [13], [14] and [15]) and preliminary 1992/93 data. The data is
compared to a next to leading order QCD calculation (see [16], [17]) using
the recent MRSDO parameterization of the parton distribution function [18].
The data lies above the theoretical predictions (solid line). It also looks like
the measured shape of the differential cross section doesn’t agree with the
theoretical prediction. The data seems to fall steeper than the theoretical
prediction. For a more detailed discussion of this discrepancies and attempts
to bring theory and experiments in better agreement with each other see e.g.
[19] and [20].

Note that the 1 (2s) point in Figure 2 was obtained assuming that all
¥ (2s) come from b-decay. Now with the SVX-detector it is possible to distin-
guish between prompt 1(2s) and 1(2s) produced in b-decays. A preliminary
analysis of the new data shows that the larger fraction is prompt in contra-
diction to the expectation. That means that the b-cross section obtained by
using the 1(2s) will have to be corrected towards smaller values.

With the SVX it is also possible to estimate the exact fraction of J/1
from b-decay in the sample. This allows to measure the total and differ-
ential b-cross section using inclusive J/v¢ without depending on theoretical
assumptions.
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Figure 2: Summary of CDF b-quark cross-section measurements.




1.5 B-fragmentation

B-hadrons are produced during the fragmentation process of the b-quark.
The lowest mass states include the BT (bu), BY(bd), B%(bs), A?(udb)...hadrons
and their anti-particles. The probability to fragment into the various possible
b-flavored mesons and baryons is expected to be:

B, : By : Bs: Bpgryon = 0.375:0.375:0.15: 0.10

The fragmentation process is highly non pertubative and up to now is only
described by phenomenological models. One of these models is the Peterson
et al. model ([21], [22]) which describes the fragmentation of heavy quarks
(b,c). The Peterson fragmentation function has the following form:

B N
2= (1/2) —e/(1-2)P

where the definition of the scaling variable z is:

Dy(2) (8)

L (Eut Py
(Eb + By)
with:
Ey . energy of the b-hadron
Plljl[ : b-hadron momentum component parallel to the b-quark momentum
E,, P, : energy and momentum of b-quark

The fragmentation parameter ¢, was measured to have the following value

[3]:
e» = 0.006 = 0.002

Figure 3 shows the Peterson fragmentation function for ¢ = 0.006. One
observes that the hadrons produced in the fragmentation process carry most
of the momentum of the b-quark.
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Figure 3: Peterson Fragmentation function.
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1.6 The Decay B — J/¢yX.

The decay B* — J/1 X is expected to proceed dominantly through the ‘color
suppressed’ spectator diagram shown in Figure 4. In this diagram color
matching is required between the ¢ quark from the (b — ¢) transition and
the ¢ from the W — ¢s decay to form a color neutral J /1.

C
J/
b ¢
W
_ S
K+ K% .
q

Figure 4: Feynman diagram for the decay b — J/¢ X.

The branching ratio for the decay b — J/¢X can be estimated in the following
way: First the branching ratio b — ccs is assumed to be about 20 % (see e.g.
23], [24] ). Secondly the c¢ pairs have to be in a color singlet state to form
charmonium. This is the case for one out of three produced c¢ pairs which
results in a suppression of charmonium production by a factor of 1/9. Thirdly
one has to know the probability that a charmonium state is produced out of
a c¢ singlet. This value is predicted to be about 60% [25]. Altogether this
results in an estimate for the inclusive branching ratio of BR(b — J/¢ X) ~
1.3 % if the mechanism of color suppression is at work.

The presence of soft gluons in the weak decay which can transport color
at no cost could overcome the color suppression [25] and in this case the
branching ratio could be as large as 10 %. The presence of hard gluons on
the other hand would lead the branching ratio to be much smaller than 1.3 %.
Measurements of the branching ratio BR(b — J/¢ X) have been performed
by the ARGUS, CLEO [26] and ALEPH [27] experiments with comparable
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results. The world average [3] is 1.12 £ 0.16%, which is very close to the
theoretical estimate above including color suppression. In this dissertation
the decay B — J/¢ X — pt pu~ X which has a very small product branching
ratio of BR(B — J/¥X) - BR(J/¢Y — ptp~) = 7.7 x 107 [9] is used to
measure the lifetime thus demonstrating that it is possible to explore the
large cross section at a hadron collider.

1.7 Lifetime of b-Hadrons

In 1983 the MAC and MARKII collaborations at PEP measured the lifetime
of b-hadrons produced in ete™ annihilations to be in the order of 1 ps [28].
Later on this result was confirmed by experiments at PETRA [29] and more
recently at LEP [30]. This result was unexpected. If the strength of the
mixing between the third and second generation were the same as for the
mixing between the second and first, the b-lifetime would be about 0.1 ps.
The long b-lifetime was the first hint that the third generation of quarks is
much more decoupled from the second generation than the second from the
first. In the following a formula for the b-lifetime is derived and it is shown
how the lifetime is related to the elements V,, and V,;, of the CKM matrix.
This derivation can be found in [31].

In the Standard model the b-quark can decay into a u or a ¢ quark
coupling to a virtual W. The W then decays into a leptonic (e7s, uv7,, 777) or
a quark doublet (@d,cs). In the spectator model the other quark(s) forming
the hadron have no effect on the decay, they are just spectators. This leads
to the expectation that all hadrons containing a b-quark have approximately
the same lifetime. QCD radiation effects are believed to be only on the order
of 10% (see below). It would be a big surprise if measurements showed that
there is a difference of more than 10% for the different B-hadrons. This is
also the justification for averaging the lifetime over an unknown mixture of
different b-hadrons, like it is done in this measurement.

In the case of the charm mesons: D* and D° the lifetimes are 1.066 =+
0.023 ps and 0.420 £+ 0.008 ps [3] respectively. But the beauty is heavier than
charm quark (4.95 compared to 1.65 GeV/c?) so that the spectator model
should be a better description than in case of charm mesons. Measurements
of the lifetime of charged and neutral B-mesons using reconstructed exclusive
b-decays are now becoming available at LEP and the Tevatron (see e.g. [32]
and [33]). Indirect measurements performed by ARGUS and CLEO relating

12



the lifetime ratio TTB% to the ratio of the semileptonic branching ratios of
B

the B* and B mesons, indicate that within the errors the ratio is 1. [34].
Figure 6 summarizes all available lifetime ratio measurements as of July 1993
(from [35]). Unfortunately the measurements are not yet sensitive enough to
confirm or rule out differences at the 5 to 10% level.

The best way to derive a formula for the b-lifetime is to derive it explicitly
for the semileptonic decay mode. The semileptonic decays have the smallest
uncertainties in the extraction of standard model parameters (see e.g. [36])
and in addition the semileptonic branching ratios are well measured experi-
mentally [3]. So using the semileptonic mode to derive the lifetime formula
introduces the smallest uncertainties. Figure 5 shows the Feynman diagram
for the semileptonic decay of the B°-meson.

Ve, I/_,UJ vy
b W
BO €, W, T
CcCoru
- B h d
d

Figure 5: Feynman diagram for the semileptonic B°-meson decay in the spec-
tator model.

The lifetime is simply the reciprocal of the total width and is related to
the width of a specific channel in terms of its branching ratio:

1 BTSl
1—‘TOT(b) Fsl
The matrix element for a b quark decaying into a lighter quark and a

virtual W followed by the decay of the W into a lepton and a neutrino is the
product of a hadronic and a leptonic electroweak current:

Th

Malb > 0) = SEVa (@ (=t {1 =2} (10

where G = 1.16639 - 10~°GeV 2 is the Fermi coupling constant which was
obtained from the muon lifetime formula. V;, is the element of the CKM
matrix for the b — ¢ transition.
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By squaring M (b — q) and integrating over phase space one obtains the
decay rate (width):

GEmy
19273
where m;, is the mass of the b-quark. F'(€) can be written as the product of
two terms:

La(b —q) = AVipl* - Fle) (11)

F(e) = ¢ps(e) X dpoep(e) (12)
®gcp 1s a QCD correction factor which is expected to be 1.0 if there are

no gluons and non-spectator effects involved. ¢pg is the phase space factor
which is calculated to be [39]:

dps(e) = 1 — 8% + 85 — €® — 24¢etIne (13)

with € = mg/my,.

Within the standard model the b-quark can only decay into a u or c-quark.
By measuring the lifetime 7, one measures a combination of V,, and V.
Within the spectator model we get the following expression for the b-lifetime:

Bry Brg
Tb == = G2 m5 (14>
La et [P ()| Vi |? + F(ec) |Ven|?]

19273

Since |V|? << |Vip|?, 7 is mainly a measurement of |V;|. The fact that
[Vap|? << |Vip|?, was derived from a fit to the high P; end of the lepton
spectrum of B meson decays [37]. For the transition b — u one expects an
enhancement at the high P, end of the lepton spectrum since for this decay
more phase space is available than for b — c.

From formula (14) it is obvious that the extraction of the CKM matrix
elements depends on how well the masses of the different quarks involved
(ucb) are known. Measurements of the so called ‘effective’ quark mass have
been preformed by ARGUS: my, = 4.95 4+ 0.07 GeV/c? and CLEO: m,, =
4.95 + 0.04 GeV/c* [38]. Both experiments obtain the result by doing a
fit to the prompt lepton spectrum from B-decay within the context of the
ACM model [40]. For the QCD correction factor one can derive the following
functional form [39]:

$qep =1 — (as/3m)g(e) (15)
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where as(m3) is the strong coupling constant. For numerical purposes ¢gocp
may be approximated to within 0.2% by the following expression [39]:

bacp =1 - (af3m) (7 = 21— o + 2 (16)

With the choice of m, = 4.95 GeV/c*, m. = 1.65 GeV/c*, m, =
0.2 GeV/c* and a,(m3) = 0.20, the QCD radiation correction reduces the
b — ¢ and b — u transitions by 10.4 and 14.6 % respectively. Finally we get
the following numerical value for I'y:

Ty = 2.67- 107" [|Voy[? 4+ 2,15V P| (GeV) (17)

In section 8 we will use formula (14) to get an estimate for |V|.
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Ratio: B lifetime/ B lifetime (all)

ALEPH 0.96 F012+08
(1991 D-lepton) 015-042 H ® —
ALEPH 1.4970%+0.21
(91-92 full reconst. preliminaryg H o —
DEL PHI 111795 +0.11
(1991 D-lepton) ' H ®
DEL PHI 132702+ 022
(91-92 generic vertices - preliminary) } } ® }
OPAL 1007933+ 0.08
(1991 D-lepton) ' H ® f
CDF 1.06 £0.20+0.12
(91-92 full reconst. preliminary) H ° H
CLEO 0.96+0.13
(average) ——
+ 0.09
Average  1.02_. o
\ \ \ \
0 0.5 1 15

ratio

Figure 6: Summary of BT /B lifetime ratio measurements.
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2 The Experimental Apparatus

2.1 The Tevatron

The Fermilab Tevatron located in Batavia, Illinois, is currently the accel-
erator providing the highest particle energy in the world. The Tevatron is
a pp ‘collider’ where counter-rotating beams of protons and antiprotons are
brought to collision with a center of mass energy of /s = 1.8 TeV.

COInteraction
Region

DO Interaction Region
(DO Detector) /

EO Interaction
Region

LINAC

BO I nteraction Region
(CDF Detector)

Booster

Main Ring

Anti-proton Source

Debuncher
Accumulator p Extract Tevatron

p Inject
Figure 7: Layout of the Fermilab Tevatron.

Figure 7 shows the layout of the Tevatron. The steps necessary to achieve
colliding beams of protons and antiprotons are described in the following. At
the beginning hydrogen gas is extracted from a gas bottle. The hydrogen is
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then ionized to form H~. The ions are then accelerated in two steps: first up
to 750 KeV by a Cockcroft-Walton accelerator and then a linear accelerator
(LINAC) brings them to a final energy of 200 MeV. After that the ions
are focused on a thin carbon foil to strip off the two electrons. The bare
protons are then transferred to a circular accelerator called the booster which
brings them to an energy of 8 GeV. The protons are then grouped together
into bunches which are fed into the main ring. The main ring shares the
tunnel with the Tevatron and has the same circumference of 6300 m, but
keeps the particles in orbit with conventional magnets, while at the Tevatron
superconducting magnets provide more bending power and so allow higher
energies. The main ring accelerates the proton bunches to 150 GeV before
they are transferred into the Tevatron, where they are accelerated jointly
with the antiprotons to 900 GeV. For the 1992-93 collider run the Tevatron
has been operated in a 6 bunch mode which means 6 bunches of protons were
kept in the Tevatron at the same time, each bunch containing approximately
12 x 10'° protons.

The first steps to obtain antiprotons are the same as for protons only
that for antiproton production the protons are only accelerated to 120 GeV
in the Main Ring before they are extracted and focussed onto a copper target.
Here they react where one of the reaction products are antiprotons which are
collected and then sent to the so-called debuncher were they are ‘cooled’.
That means the momentum spread of the antiprotons is reduced. The an-
tiprotons are then stored or ‘stacked’ in the accumulator. When the stack
reaches approximately 60 x 10'° p’s, 6 bunches of approximately 4 x 10'° p’s
each are transferred to the Main Ring, and then to the Tevatron where they
move in the same ring as the protons but in opposite directions. Protons and
antiprotons are then brought to collision at two interaction regions called B0
and DO, where CDF and the DO-detector are located.

The most important parameter of an accelerator, besides the center of
mass energy that it can reach, is the Luminosity £. The Luminosity is
defined by the relation

N =Lo
where N is the observed interaction rate for a given process (in sec™!) and o

is the corresponding cross section ( in ¢m?). At the Tevatron the luminosity
is determined by the following parameters:
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where N, and N; are the number of protons and antiprotons per bunch,
B is the number of bunches, fy (= 50 kHz) is the revolution frequency, and
oy 1s the cross sectional area of the bunches.

For 6 bunch operation, the time between collisions is ~ 3.5usec. During
the 1992-93 run, which lasted from the 12th of May 1992 to the first of June
1993, the average luminosity was approximately 3 x 103°cm~2sec™!. The
highest instantaneous luminosity achieved was about 9 x 103%cm=2sec™!. The
total luminosity delivered by the accelerator during that period was estimated
to be 30.2 pb~!. CDF managed to record 21.4 pb~! on tape corresponding
to 15.5 million events. This means the detector efficiency was approximately

71%.
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2.2 The CDF Detector

The Collider Detector at Fermilab (CDF) is a multi-purpose detector to
measure the energy, the momentum and the type of particles produced at
the Tevatron collider. A description of all detector components as of 1989
can be found in reference [41].

For the analysis described in this thesis only data recorded with the cen-
tral part of the CDF detector have been used. The detector components
most important for this analysis are the Central Tracking Chamber (CTC),
the Central MUon chambers (CMU) and in particular the Silicon VerteX
detector (SVX) which was installed for the 1992-93 run. These crucial detec-
tor components will be described in more detail in the following subsections.
Here just a short overview about the central detector components of CDF is
presented.

Figure 8 shows the cross section of the CDF detector. The detector
component closest to the interaction point is the silicon vertex detector which
will be described later. The SVX is embedded in the VI'X which is a vertex
time projection chamber. The VTX has good reconstruction capabilities
in the r-z plane and is used to reconstruct the z-position of the interaction
vertex (or the vertices in case of multiple interactions) with an accuracy of
approximately 1 mm.

The VTX is surrounded by the Central Tracking Chamber (CTC) which
is a large cylindrical drift chamber with an inner radius of 0.3 m, an outer
radius of 1.3 m, and a length of 3.2 m. The CTC will be described in more
detail later.

Outside the CTC a superconducting solenoidal coil of 5 m length is lo-
cated at a radius of approximately 1.5 m. The coil produces a magnetic field
of about 1.4 Tesla which allows the measurement of the transverse momenta
of charged tracks in the CTC.

The central calorimeter is located outside the coil. The calorimeter
doesn’t play an important role in this analysis but muons have to penetrate
it (4.9 absorption lengths) undergoing multiple scattering. The calorimeter
is divided into forward and backward parts (called the two ‘arches’), each
divided in 24 wedges each covering 15° in ¢. Every wedge is composed of 10
projective towers pointing to the nominal interaction point. The segmenta-
tion in ¢ and n is An x A¢ = 0.09 x 15°. Where 7 is the so called pseudo
rapidity which is defined as n = —In tanf/2. 6 is the polar angle with the
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z-axis defined by the beam. Each tower consists of an inner electromagnetic
part (CEM) and a hadronic part (CHA) at larger radius. The calorimeter
is a sampling calorimeter where several layers of passive material (lead for
the CEM, steel for the CHA) are interspersed with plastic scintillators to
measure the shower energy. The energy resolution is ¢(E)/E = 0.13/v/E for
the electromagnetic and o(E)/E = 0.70/+/E for the hadronic calorimeter.

The Central MUon chambers (CMU) are placed at the outer radius of
the hadronic calorimeter and will be described in more detail later. For the
92-93 run 2 major upgrades have extended the muon detection capability of
CDF. First there are the Central Muon eXtension chambers (CMX) which
increase the acceptance of the central muon trigger from |n| < 0.65 to |n| < 1.
Muons reconstructed in the CMX haven’t been used in this analysis since it
is a new device and is not as well understood as the CMU chambers. The
second upgrade to the central muon system are the CMP-chambers which
cover roughly the same range in detector rapidity as the CMU chambers but
they are positioned at larger radius behind additional steel shielding which
doubles the number of interaction lengths and so decreases the probability
of hadron punchthrough.
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2.3 The Central Tracking Chamber (CTC)

The central tracking chamber is a large cylindrical wire drift chamber. It
covers the rapidity region |n| < 1.2 [42]. The 84 layers of sense wires are
arranged into 9 superlayers. 5 of the layers containing 12 layers of sense
wires parallel to the beam provide only R-¢ information. Between the five
axial layers we find four stereo layers which consist of 6 sense wire layers
each. The angle of the stereo wires with respect to the beamline alternates
between 43" and —3°. The stereo layers add z information to the tracks.

Within the superlayers, the wires are grouped into cells to reduce the
maximum drift time (vgipe = 50pum/nsec) to less than 800 nsec. Within
each cell the wires lie in a plane rotated 45° from the radial direction to
compensate for the Lorentz angle. This arrangement also has the advantage
that each radial high momentum track (P, > 2.5 GeV/c) passes very close
to at least one wire in each superlayer and so produces a prompt hit. This is
used by the Central Fast Tracker (CFT) which reconstructs high momentum
tracks at trigger level (see below). The design resolution on each wire is 200
pm resulting in a momentum resolution of Pf ~ 0.002 x F,.

Figure 9 shows an event display showmg the hits in the CTC with the
tracks reconstructed offline superimposed. The left insert is a magnification
which very nicely shows the cell geometry. The crosses indicate the position of
the sense wires. Table 3 summarizes some of the mechanical and electrostatic
parameters of the CTC.
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Figure 9: An event display showing the r-¢ projection of the CTC wire hits
with reconstructed tracks superimposed. At left is a close up which shows

the cell geometry of the outer superlayers 4 to 8. The crosses indicate the
position of the sense wires.
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Mechanical parameters

Number of layers

Number of superlayers

Stereo angle

Number of super cells/layer
Number of sense wires/cell
Sense wire spacing

Tilt angle

Radius of innermost sense wire
Radius of outermost sense wire
Wire length

Sense wire diameter /tension
Gas

Drift field Ej

Drift field uniformity

84

9

00 +3% 0% =39 0° +3° 0° +3° 0°
30, 42, 48, 60, 72, 84, 96, 108, 120
12, 6,12, 6, 12, 6, 12, 6, 12

10 mm in plane of wires

459

309 mm

1320 mm

3214 mm

40 pm gold plated tungsten/135g
argon-ethane-alcohol (49.6%:49.6%:0.8%)
1350 V/em

dEy/Ey 1.5%(rms)

Table 3: Mechanical and electrostatic parameters of the Central Tracking

Chamber.
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2.4 The Central Fast Tracker (CFT)

A detailed description of the hardware and performance of the CFT can be
found in [43]. The CFT is a hardware track-finder for the Central Track-
ing Chamber. The CFT allows the measurement of high momentum (P, >
2.5 GeV/c) tracks in the CTC and provides this information within 2.5 us
at Level 2 of the CDF trigger. The momentum resolution is % ~ 3%.

The CFT uses only the R¢ information of the 5 axial CTé-superlayers.
Since the sense wires lie in a plane rotated by 45° from the radial direction
any high P, track will cross very near to one wire in each superlayer and give
a prompt hit which means a hit with a very short drift time. To detect the
prompt hits the CFT opens a coincidence latch with a width of 80 nsec after
the beam-crossing to the ‘digital stream fast out data’ of each of the 4392
axial sense wires, which are read out by LeCroy 1879 TDC’s. This prompt
hits are then used to find track candidates.

In addition, a delayed gate following 500 to 650 nsec after the beam
crossing corresponding to 2/3 of the cell size is applied to record delayed hits
at a larger drift distance. The width of the gate is chosen to ensure at least
two delayed hits in each cell. The delayed hits are used in a second pass on
the data to verify any high P, track found by processing prompt hits. The
efficiency of finding a track in the CFT rises from 50% at pr =2.6 GeV/c
to 94% for pr > 3.1 GeV/c. The measured efficiency as a function of P, is
discussed in section 3.2.
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2.5 The Central Muon System (CMU)

The central muon detector (CMU) consists of 48 modules placed at the outer
radius of each hadron calorimeter wedge [44]. Each module covers approx-
imately 12.6° in ¢ with a 1.2° gap on both sides of the wedge. The layout

and dimensions of one module are shown in Figure 10.

Y Y
X L 7
<—2260mMm——m>
Muon Chambers | |
Central
:' Calorimeter
:' Wedge
;'I 3470 mm
LY =631
®=750 |
i L e=ss9
i i o=885

Figure 10: Geometry of the central muon chambers (CMU).

The muon chambers are proportional drift chambers which measure the
tracks of charged particles penetrating the central calorimeters (4.9 absorp-
tion lengths).

Each module consist of 4 layers which are segmented in ¢ to form three
towers of 4.2° each. Figure 11 shows the geometry of one of these towers
consisting of 16 rectangular drift cells. Sense wires from alternating cells are
connected at # = 90° so that there are 8 effective anode wires per muon
tower. The sense wires are read out at both ends which allows to measure
the z-position along the wires with a precision of 1.2 mm using the charge
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Figure 11: Cross section of a single muon tower showing drift times t; and
the track angle.

division method. This is also necessary to resolve the ambiguity which of the
connected chambers has been hit by the particle. The chambers measure 4
points on a particle trajectory with a precision of 250 um using the drift-time
information.

In total the CMU system covers 84% of the angular region between 56° <
6 < 124°. (that means in pseudorapidity || < 0.65). The loss of 16% in
acceptance is due to the 2.4° gap between each wedge and to the gap between
the two calorimeter arches at 6 = 90°.

The efficiency to detect a muon within the CMU acceptance has a plateau
of approximately 93 % for muons with a transverse momentum of more than
3 GeV/c (see also section 3.2).

2.6 The Central Dimuon Trigger

At the TEVATRON the interaction rate is &~ 130 kHz at an average luminos-
ity £ of 3 x10%cm~2sec™!, while events can be written to tape only at a rate
of a few Hz. Therefore the trigger has to reject a large fraction of events and
to select only events of particular interest. At CDF this is accomplished by a
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three level trigger system which is described in [45]. The first two levels are
hardware triggers while level 3 is a software trigger consisting of FORTRAN
reconstruction and filtering code.

The trigger selecting the events in this analysis was labeled:
TWO_CMU_ONE_CFT. It required that two short muon track segments (so
called ‘stubs’) are found by the level 1 electronics as described in [46]. At
level 2 one of the two muon stubs has to match to a track in the CTC as
found by the CFT. Figure 12 shows how the angle o as measured in the muon
chambers is related to the transverse momentum of the track. The relation
between the deflection angle § and the transverse momentum is:

. B elLB

5m2 =P

where e is the charge of the track, L = 1.44 m is the radius of the solenoidal
magnetic field, and B is the value of the magnetic field. The relation between

the angle § and the angle « is:

(18)

Dsina = Lsing (19)

where D = 3.470 m is the radius of the muon chambers. In the small
angle approximation for «, one finds:

e > B
2D P,
This approximate definition of o was used by the level 2 hardware to
check a match between tracks found in the CFT and muon stubs. Note that
multiple scattering leads to a gaussian smearing of a. So the measurement
of the slope « in the muon chambers can only approximately measure the
actual P of the muon.
Level 3 required the muon candidates to be oppositely charged and the
invariant mass of the dimuon system to be between 2.8 and 3.4 GeV/c?. More
about the trigger can be found in sections 3.2 and 6.3.

~
~

(20)
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CMU

Figure 12: Relation between the angle o as measured in the CMU and the
deflection angle B as measured in the C'TC.
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2.7 The Silicon VerteX Detector (SVX)

The SVX is an upgrade of the original CDF tracking system and was installed
for the 1992-93 run [47]. At the Tevatron Collider, the pp interaction vertex
is distributed along the beamline as a gaussian with a ¢ of approximately
30 cm. Consequently a long vertex detector is required to have good accep-
tance. The SVX is 51 cm long and consists of two independent cylindrical
modules (barrels), left and right (forward/backward) of the nominal beam-
beam interaction point. One of the two barrels is shown in Figure 13. The
acceptance is & 60 % of the pp collision vertices.

The amount of material in the SVX has been minimized, because the
creation of secondary particles and conversion pairs in the SVX is a source of
background for all CDF detector components and triggers. In addition mul-
tiple scattering is the limiting factor in measuring the impact parameter of
low momentum tracks. For the same reason the beampipe is made of beryl-
lium to reduce the amount of multiple scattering before the first measuring
plane of the SVX.

The SVX consists of 4 radial layers of silicon strip detectors with the
strips parallel to the beam. Thus providing only R¢ information. The pitch
between readout strips is 60 pum for the first three layers (numbered 0 to 2)
and 55 pm for the fourth one (numbered 3) resulting in a spatial resolution of
approximately 13 pum in each layer. The 13 um are obtained because charge
information is also available. Calculating the center of gravity of charge
clusters of hits affecting more than one strip improves the resolution. For a
1 strip cluster and a pitch of 60 pum one expects a resolution of 60/ V12 =
17.3 pm. The inner and outer layers are at radii of approximately 3 and
8 cm. The detectors are arranged in a 12-sided geometry. A 30° section in ¢
is called a ‘wedge’. To obtain a length of 25.5 cm along the beam direction,
three silicon detectors of 8.5 cm each were electrically bonded together. These
bonds are made with 25um aluminum wires which are ultrasonically fused
to pads on the detector surface. These are read out electronically at the two
outside ends. The source capacitance of each 25.5 cm long strip is about
30 pF. Table 4 summarizes some dimensions of the SVX detector.

A group of three connected detectors is called a ‘ladder’, and is the basic
subdivision of the device. One ladder for the third layer is shown in
Figure 14. The ladders are fabricated of Rohacell, a light weight foam rein-
forced with carbon fiber strips. Each ladder is individually assembled before
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being mounted. There are four sizes of ladders corresponding to the four ra-
dial layers. Ladders are supported at the ends by beryllium bulkheads. The
total number of ladders is 12 sides x 4 layers x 2 modules = 96, with 24 of
each of the four radial types. In its position on the face of the barrels, each
ladder is tilted by 3 degrees about its length to allow some overlap between
adjacent faces. However, on the innermost layer no such overlap exists.

At the outside end of each ladder sits a small circuit board. This circuit
is the readout hybrid for the ladder. It contains the readout chips for that
ladder as well as auxiliary components and bus connections needed for the
operation of the chips.

Layer || Face | Radius | Tot. Width | Act. Width | Pitch | Nr. of | Nr. of
[cm] [cm] [cm] [um] | Strips | Chips
0 IN | 2.9899 1.6040 1.536 60 256 2
1 OUT | 4.2710 2.3720 2.304 60 384 3
2 OUT | 5.7022 3.1400 3.072 60 512 4
3 IN | 7.8508 4.2925 4.224 55 768 6

Table 4: Positions and dimensions of silicon detectors

The total number of readout channels is 46080. The SVX readout chip
has digital and analog parts. The analog part has 128 channels of charge
integrating amplifiers followed by sample and hold and threshold storage
stages. The digital part contains logic for sparsification and serial readout.
The SVX chip has the ability to sparsify and read out only channels above
the threshold. Sparsification is needed to reduce the readout time and the
amount of data to be read out to an acceptable level. An average occupancy
of 10% corresponds to a scan time of 0.77 msec compared to an allowed
budget of
2 msec. Part of the front end electronics are the so called port cards which
are mounted to the bulkheads. The port cards use an analog differential
driver circuit to drive the pulse height information from the microstrips via
a serial analog bus to the digitizers which are located in a fast bus crate
outside the CDF detector.

To remove excess heat from the electronic the SVX is equipped with a
cooling system which keeps the temperature at 20° C. This is achieved by
pumping chilled water through cooling pipes which are in thermal contact
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with the beryllium bulkheads at the readout end.

Figure 15 shows an event display of the SVX detector and Figure 16
shows the magnification of the reconstructed tracks. The drawn circle in
Figure 16 corresponds to a distance of 0.5 cm from the primary interaction
vertex. Each of the straight lines represents a track. The length of the
lines is proportional to the transverse momentum of the track. This event
is very interesting since we can clearly distinguish two displaced secondary
vertices. One of them which is closer to the primary vertex at a distance of
approximately 750 pm is a candidate for the exclusive b-decay:

BY = J/K* — putp Krr.

The SVX-detector has already demonstrated its power to reduce com-
binatorial background when doing b-spectroscopy. Requiring the vertex to
be displaced improves the signal-to-background ratio significantly [11]. The
second displaced vertex in the event is very likely due to the decay of the
second b in the event.
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Figure 13: Schematic view of one of the two SVX barrels.
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Figure 15: Event display showing one barrel of the SVX.
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2.8 Tracking in the SVX

2.8.1 Track Parameterization

In a homogenous magnetic field tracks of charged particles travel on a helix
with the axis of the helix parallel to the magnetic field (see Figure 17). At
CDF the following 5 parameters are used to describe the helix of a charged
track:

a= (COt 97 07 205 D7 900)

where:
cotf : cotangent of the polar angle at minimum approach.
C  : half curvature (same sign as the charge of the particle).
2o : z position at point of minimum approach to origin.
D : signed impact parameter which is the distance between helix and
origin, at minimum approach in the transverse plane.
wo : -direction of track at point of minimum approach.

At CDF the direction of the magnetic field is in the negative z direction.
The z direction is defined as the direction of the protons, which are pointing
east at the B0 interaction point. The curvature by definition has the same
sign as the charge Q of the particle. If (xq, o) is the center of the circle then
the impact parameter which is a signed variable is calculated in the following

way: D= Q- (y/22 + v —p) where p = ‘2—10‘ = 242% is the radius of the circle.
In the CDF parameterization the following track equations can be derived
(see [49]) to describe the trajectory of a track as a function of the distance

R from the origin of the coordinate system.

- . 4(CR+(1+CD)D/R

_ 1

(R, @) = po + sin ( 20D (21)
. cotd . R?2 — D2

Z(R,d) =z + o sin (C 1+20D) (22)
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Figure 17: Track of particle with positive charge.
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2.8.2 The SVX Track Algorithm (SVXREC)

The derivation of the tracking algorithm that is used at CDF as well as a
comparison with other algorithms can be found in [48]. I will recall here
the main idea. A more detailed description can be found in [49], where the
formulas as they appear in the CDF parameterization are also explained in
detail.

The algorithm we use is called the ‘Progressive method’ since it starts with
the result of a fit downstream (that means the CTC fit) and then updates the
fit whenever there is a new hit found in the detector closer to the interaction
point (SVX). This algorithm has several advantages:

e The method is fast and stable. At each update of the fit only matrices
of dimension 5 x 5 have to be inverted. It makes optimal use of the fit
in the outer detector (CTC).

o We follow real tracks into the SVX and thus combine pattern recogni-
tion and track fitting. In case there is more than one candidate track
the x? as defined below is used to choose the best candidate.

e multiple scattering is treated correctly.

When a new measuring point is added the new parameters are calculated
using the following formula:

Or ' — x(dp)

¥ =dy+ (V) + AT S 23
where:
a : (COteu Ca 20, D7 800)
ap  : result before updating the fit
x’ : measured point in the Rp-plane
xz(dp) : predicted Ry position of previous fit
o, . sigma of Ry measurement (detector resolution)
oz

o derivatives of the track equation w.r.t. track parameters (see [49])

The matrices A and Vj are defined in the following way:
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A

(24)

iy =

and
Vo= Vo + Vius (25)

where Vj is the covariance matrix after the last update of the fit and Vj;g
is the multiple scattering contribution (see e.g. [49] and references therein).
The new covariance matrix is calculated using the following formula:

V= (V) + A (26)
Finally the 2 is updated:

(z(dl) — 2')?

X =X+ (AG) (1)1 AG+ = (27)
where
Ad = a —dy : difference between parameters from previous fit and
updated fit.
X2 : x? before update.

The x? is by definition a mixed quantity. The first term expresses the
error to extrapolate the track from the previous fit to the new measuring
plane using the covariance matrix (including multiple scattering to get from
the last update to the next measuring plane) to give it the proper weight.
At the first update this is the contribution to extrapolate the track from the
CTC into the SVX which means that the SVX-y? is not completely decoupled
from the CTC fit. The second term reflects the detector resolution.

Multiple scattering produced by the material between the different de-
tectors or measuring planes causes loss of information. This has to be taken
into account in the covariance matrix by adding a multiple scattering matrix
to the covariance matrix of the track parameters: Vi = Vo + Visg.

The effect of multiple scattering is calculated in the small-angle approxi-
mation. The r.m.s. of the multiple scattering angle is given by the empirical

formula:
0.0136

Ous = 35 2\/s*/ Xo (14 0.038 In(s*/ X)) (28)
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taken from [3], where X is the radiation length of the traversed material, s*
is the actual thickness of material traversed and z is the charge number of
the incident particle. This approximation is proved to be good on the 10-20
% level.

One can measure the actual impact parameter resolution op(FP;). As
described in section 3.4 the transverse profile of the beam can be described
with a circular gaussian with a sigma in the order of 36 to 38 um which is
small compared to the impact parameter resolution of low P; tracks. We
assume that most of the tracks are prompt tracks coming from the primary
interaction point. To ensure well measured tracks we require them to be
three dimensional, to have 4 Hits in the SVX, the SVX x? to be less then 20
and the z coordinate to be well measured. Figure 18 shows how the impact
parameter calculated with respect to the beam position scatters as a function
of P,. One observes that the distribution becomes wider for low momentum
tracks while for high P;-tracks the sigma of the beamprofile is the dominant
contribution. The next step is to make 100 MeV /c wide slices in P; of the two
dimensional distribution shown in Figure 18. The sigma of this distributions
is calculated by fitting a gaussian to these one dimensional distributions.
The fitted sigma is related to the width of the beam oy, and the impact
parameter resolution op(F;) in the following way:

02 = UD<Pt)2 + O-geam'

Thus one obtains for op(P;):

UD<Pt) =V 0% — O-geam'

Figure 19 shows the impact parameter resolution as a function of the
transverse momentum obtained in this way. One can see that multiple scat-
tering is the dominating contribution to the impact parameter resolution for
low momentum tracks. The asymptotic resolution for high P, tracks, where
the intrinsic detector resolution dominates, is in the order of 10 pm. A fit to
the data of the following form:

1
op(P)=A+ B— (29)
P,
results in A &~ 10um and B ~ 41um GeV/c. A is the asymptotic resolution

(P, — o0) depending on the distance of the first measuring plane from the
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interaction vertex and the internal resolution of the silicon detector. The
slope B is a function of the amount of material causing multiple scattering.
It is remarkable how well this measurement agrees with calculations obtained
from a full detector simulation. Fitting over the same range one obtains:
A ~ 10pm and B =~ 39um GeV/c. Figure 20 shows the impact parameter
resolution obtained from a full detector simulation in the P;-range from 0.4
to 15 GeV/c.

In addition the SVX extends the lever arm of the tracking by about 30 cm
and adds 4 precise points to the CTC Track fit. This improves the precision
of the momentum measurement significantly. Figure 21 shows the calculated
error op, /P, as a function of P,. A linear fit gives !:

Ugn =0.001140.0014 x P, (CTC)

t

and
_Ugﬂ = 0.0024 + 0.00044 x P, (CTC + SVX)

t

1Before rescaling the CTC covariance matrix by a factor 2.5 (see section 4).
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Figure 18: Impact parameter distribution of tracks measured in the SVX with

respect to the beamposition as a function of P;.
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Figure 19: Impact parameter resolution as a function of P, obtained from
data.
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46



GpT/ pT

0.025

0.02}

0.015

I CTC+SVX
0.01 N

0.005 F— :

0 [ ! ! ! ! ! ! !
0 2.5 5 75 10 125 15 175 20

pT in GeV/c

Figure 21: Momentum resolution as a function of P;.

47



3 Extracting the B Lifetime from the Data

The steps involved in measuring the B lifetime from the inclusive .J/v sample
are:

e Measure the 2 dimensional decay length L,, for a sample of J/1’s.

e Correct the measured L, of the J/v’s for the difference between the Sy
of the J/v’s and the 8v of the B hadron. The distribution of this cor-
rected decay distance, which closely approximates the cr distribution
of the B’s, is called the ‘pseudo c7’ distribution.

e Measure the ‘pseudo ¢7’ distribution of the background under the J/1)
by studying the J/v sidebands.

e Fit the background-subtracted ‘pseudo c7r’ distribution to the sum of
direct (zero-lifetime) and B decay (non-zero lifetime) contributions and
extract the lifetime.

We describe each of these steps in more detail below.

3.1 The Transverse Decay Length L,, and the Defini-
tion of the ‘Pseudo c7m’ A\,

Figure 22 shows the decay of a b-hadron into J/¢ X. Shown are the momen-
tum vectors of the two muons, the J/¢ and the B-hadron.

The vector X is the vector pointing from the primary vertex to the sec-
ondary vertex in the transverse plane:

—

L,, is then defined as the projection of this vector onto the momentum of
the J/v:

X.-p P pY
Ly, = = =Ty — Tprim) - —=+ - Yprim) * = 31
y |th‘ (g prim) th (Y6 = Yprim) th (31)
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Xons
(x5, ¥p)
Figure 22: B-decay projected on the plane transverse to the beam.

Using error propagation and assuming that the only relevant contribu-
tions come from the error on the J/v¢ and the primary vertex coordinates,
one gets the following expression for the experimental error in L,,:

1
iny =72 {(Umva)Q + 204y Pry Byy + (vawa)Q + (prpw)Q + (prwa)Q}

(R

where:

o2, 02, agyv . covariance matrix elements from the fit to the secondary vertex
Ozpy Oyp sigma of the primary vertex (beamspot) in x and y

P :  transverse momentum of J/v

Py, Pyy X, y components of J/¢ momentum
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Figure 23: ‘Unlikely’ decay configuration (sv: secondary vertex, pv: primary
vertez).

L,, is a ‘signed’ variable. It is negative for the 'unlikely’ configuration
shown in Fig. 23 where it seems that the particle decays before the point
where it was produced. For a O-Lifetime sample one expects a gaussian
distribution peaked at L,, = 0. Experimental tests of this expectation will
be presented in section 4.2

In this analysis we will attempt to measure the c7 of the original B-
hadron:

v . B v . 7B
)\B:X-Bpt ‘ 1B:MB§'pt (32)
e (B (p7’)?
Since the J/1’s selected by our trigger have basically the same direction as
the parent B-hadrons (see Fig. 24) and carry most of the B-momentum, one
can use the relativistic quantity (67)? of the J /1 as a first approximation to
)\Bu

M,
oy

A= Ly, (33)

One then applies a correction factor (derived from Monte Carlo) to connect

A and Ap,
A

Fcorr(p;p> = E (34>
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Figure 24: Opening angle between b-hadron and J /1.

The method for obtaining this correction factor is described in section 3.2.
With this definition of Fi,.., the variable ‘pseudo ¢7’ (Aeopr) is defined as
follows:

A M,

o = Lo oo o (35)
FCOT‘T‘<th) ! thFcorr(th>

)\corr =

51



3.2 Monte Carlo Determination of F,.,

To obtain the correction factor F,.. and to study the systematics involved
when doing this correction a simple ‘Toy” Monte Carlo: BGENJMU was used.
This simple Monte Carlo is very fast compared to a full MC generator and
detector simulation. In addition it is much easier to modify and to separate
the contributions from each effect. It is therefore easy to include systematic
effects such as trigger bias as a function of the impact parameter. The basic
steps of BGENJMU are shown in Figure 25.

At the beginning b-quarks are produced using a given P; distribution.
We use by default the b-quark P;-spectrum as calculated by Nason, Dawson
and Ellis (NDE). The b-quark P;-spectrum obtained from this calculation is
shown in Figure 26. Note to obtain the correction factor only the shape of
the P, spectrum matters not the overall normalization (cross section).

In order to study the systematic uncertainties associated with the mod-
eling of the b P, spectrum, we have also studied a simple power law model.

do A
I S— (36)
dp; (pf + mi)"
The exponent n was varied in the Monte Carlo and the resulting P; spectrum
of the J/1’s was compared to the spectrum measured in the data for J/1’s
with decay length greater than 200 microns (the assumption being that all
such J/1’s result from B decay). An exponent of 2.9 gives the best agreement
with the data.

The second step is to fragment the b-quark to hadrons using the Peter-
son fragmentation function as described in section 1.5. The fragmentation
parameter €, was varied within the following range:

e, = 0.006 &= 0.002

The B hadrons then are decayed into J/¢ + X. The J/¢ momentum in
the B rest frame is selected from a distribution that follows the experimen-
tal curves measured by ARGUS and CLEO [50] [51]. Figure 27 shows the
spectrum as measured by ARGUS which was used as the default spectrum
in our calculation of F,,,,

The polarization of the J/v¢ is modeled using the recent ARGUS and
CLEO results [52] as a constraint:
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Produce b-quarks according to a
given Pt-spectrum (HDE, POH)

Fragment the b-quarks into Hadrons
using Peterson Fragmentation

Decay into J/Psi+x
use experimental spectra
from ARGUS and CLEO

Decay J/Psi into mu+ mu- for pelarization
use results from ARGUS + CLEO

Trace mu’s through parametrized Detector
and Trigger simulation

Figure 25: Flow diagram of BGENJMU.
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Figure 26: b-quark momentum spectrum as calculated by NDE.
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Figure 27: J/¢¥-momentum spectrum (uncorrected) in B-restframe as mea-
sured by ARGUS.
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I'y
I'pr +I'r

for inclusive J/1) production and

= 0.56 £ 0.05 (stat) £ 0.05 (syst)

I'p
for inclusive J/v with P, > 1.4 GeV/c. Their result for the exclusive J/¢K*
sample gives the same result as the above, but with larger errors. We have
decided to add one statistical o and one systematic o to their higher value
and subtract one statistical ¢ and one systematic o to their lower value to
determine our range. Thus we will quote systematic uncertainties assuming;:

= 0.78 £ 0.09 (stat) £ 0.05 (syst)

T
046 < — 2 <0.92
I'y+I'r

The J/v’s are then decayed into muons which are traced through a pa-
rameterized trigger and detector simulation. This simulation describes the
turn-on and efficiency behavior of the central dimuon trigger and the geomet-
rical acceptance of the central muon system and the SVX. It also includes
the separation requirement in 7 and ¢ of the trigger. Level 1 of the central
dimuon trigger requires 2 muon stubs in the central muon chambers which
cover |n| < 0.6 in detector rapidity. Level 2 of this trigger then requires that
at least one of the two muon legs is matched to a track in the CTC found by
the CFT processor.

Figure 28 shows the result of a fit through the measured level 1 trigger
efficiency as a function of P,. Figure 29 shows the trigger efficiency for the
level 2 CFT trigger. The measurement and parameterization of the trigger
efficiencies are described in [53].

To check if this Monte Carlo is a good description of the data we compared
the J/¢ P-spectrum from data with the spectra from different Monte Carlo
models. Figure 30 shows the J/¢ P, -spectrum we obtain after applying all
the cuts described in section 4. A cut in pseudo ¢7 > 200 p m was applied
to make sure that the majority of the J/1¢ candidates are coming from b-
decay. The shaded area shows the background as estimated by normalizing
the sideband distribution to the same invariant mass area as the signal (see
section 4).
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Figure 28: L1 Trigger efficiency for muon stubs.
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Figure 31 compares the background subtracted J/i P-spectrum from
data with two MC predictions. In one case the NDE b-quark spectrum was
used, in the other case the power law with n=3.0. In both cases the J/¢’s
are unpolarized, and for the fragmentation €, = 0.006 was used. Both Monte
Carlo distributions are softer in the first two FP;-bins which could be due to
the fact that we have also used volunteers. That means it wasn’t necessarily
the two legs of the J/1¢ which fired the trigger.

Table 5 compares the mean and R.M.S. of the J/¢ P;-spectrum of Monte
Carlo and data. The power law is softer while the NDE spectrum is harder
than the data. This two spectra represent two extreme cases and the different
results we obtain, when using this spectra to extract the lifetime from the
data, were used in the estimation of the systematic error (see section 6).

Mean | RMS
GeV/c | GeV/c
Data before BGR. subtraction | 6.717 | 3.148
Data after BGR. subtraction 6.744 | 3.202

Background 6.709 | 3.118
Power Law (n = 3.0) 6.157 | 2.509
NDE 7111 | 3.139

Table 5: Comparison of mean value and RMS of the J /1) P;-spectrum of data
and MC.
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Figure 30: J/v¢ P;-spectrum after all cuts (Acorr > 200 um). The shaded area
shows the background as estimated by the sidebands.
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Figure 31: J/¢ P;-spectra for different models and data.

n T T I E
70 F DATAZ Pseudo—c7>200um]
60: :": """" MC:. Power law with n = B.O_:
50 : o MC: NDE QCD calculation ]
40r §¢ \ -

: NYS
30 F @]@ N
20| ]
10} .

O : F | | B _ e e I = o [_]
5 10 15 20 25

J/¥ Ptin GeV/c

99



3.3 The Correction Factor F,.,

The correction factor Fl,,, is finally obtained by averaging (57)2/(87)! for
different bins in P, using MC events produced by BGENJMU. Figure 32
shows the correction factor as a function of P; for 4 different parameteriza-
tions. The superimposed fit is of the following functional form:

Fcorr(PtJ/w) =P1- 6.Tp<P2 ' PtJ/w> + P3

In all four cases the J/¢ was unpolarized and €, was set to 0.006. CL/AR
stands for CLEO/ARGUS J/¢-momentum spectrum in the B-meson rest-
frame. POW29/NDE stands for power law with n= 2.9 and NDE NLO
QCD prediction for the b-quark momentum spectrum. One observes that
the correction factor is flat as a function of the transverse momentum of
the J/v for P>y GeV/c. The most part of the J/1¢ selected by our
trigger has a P, > 4 GeV/c which is shown in Figure 30. Figure 33 shows
the (67)F/(B~)y- distributions for different P; bins. The distributions are
slightly asymmetric around the average.

To see if there is any bias to the lifetime by using the pseudo-cr (or
Acorr) instead of the real 7 when extracting the lifetime from the data, both
distributions were plotted for MC events. The input lifetime for the MC is
430 pm. The distributions are shown in Figure 34. The results of fitting
exponentials with different fit ranges are summarized in Table 6. Within the
statistical error the fits are in good agreement.

Fit range real ¢t | pseudo cr
(cm) (pm) (pm)
0. - 0285 |429729] 427723
0.03 - 0.285 | 427432 | 434144 ‘

Table 6: Comparison of ct and pseudo-ct distributions for MC' events.
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Superimposed is a fitted exponential curve.
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3.4 The Primary Interaction Vertex

The luminous region of CDF is quite long in z. The probability to interact
as a function of z is approximately a gaussian function with a sigma of 30
cm. The beam is a straight line and can have some offset with respect to
the z axis of the tracking detectors and is also not necessarily parallel to this
axis. As will be shown below, the beamspot is circular and can be described
with a gaussian with a sigma of 36 to 38 um.

Different algorithms were tried to fit the beam position (see [54]). In the
end the algorithm using the correlation between D and ¢ was the one which
converged fastest and gave the most reliable result, even with low statistics.
In the following this algorithm is described.

This algorithm is based on tracks, that means every selected track gives
one point in the fit. For this algorithm no fitting of the primary vertex is
necessary and it requires less data than the fit based on the fitted primary
vertices (for a description of this alternative method see [54]).

To first order, neglecting the track curvature, the impact parameter D for
tracks coming from the primary vertex can be parameterized in the following
way:

D(o, Zo) = —w0 - sin g — a, - sin @ - Zo + Yo - €os @o + ay - cos @g - Zy (37)

where
Zo,Yo : position of the beam at z =0
ag, ay, : x andy slope of the beam

So the x? to be minimized is:

X?;i(Di_D(“OO’ZO)y (39)

i=1 Oi

or with ¥ = (¢, yo, az, ay) and g = (sin g, — cos @g, sin @g - Zy, — €os g - Zy).

=3 <D_7”)> (39)

i=1 gi

2 _ 2 2
where 07 = o0p + 2% 05.4,-
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The solution for Z is then:

=V -sg (40)

Where the elements of the inverse of the 4 by 4 matrix V are defined in the
following way:

N
— gi - Gm
lm1 = Z 2 (41)

i-1 Ui

(Lm = 1,4)

and the components of the vector sg are:

N
g1 D;
9= "3 (42)
i=1

0;

(1=14)
Table 7 summarizes the requirements for the tracks used in the fit. In
addition tracks crossing from one barrel to the other were rejected.

P, of each track : >1.0GeV/e
Distance from nominal beam position : <0.2 cm
Parameterization . 3D

Nr. of hits in the SVX : 4

Table 7: Track selection cuts.

The fitting was done iteratively. After every iteration the impact param-
eter cut with respect to the fitted beam position was tightened until 60%
of the originally selected tracks survived. Plots number 1 and 2 in Figure
35 show the variation of the primary vertices with respect to the calculated
beam position. The first plot is a two dimensional presentation of the x and y
variation and shows the intensity profile of the beam. We see that the beam
profile is gaussian and circular. Plot number 2 shows the x-projection of the
first plot with a gaussian fit superimposed. The fitted gaussian is centered
at 0 and the sigma (40 pm) is consistent with a sigma of the beam of about
36 pum convoluted with the error of the primary vertex fit. Plot number 3
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shows the distribution of the primary vertex x versus z. The open triangles
(circles) correspond to vertices measured in barrel 0 (1). The two straight
lines are the result of a line fit just using the vertices found in one barrel.

To check the barrel-to-barrel alignment the fit was done for each barrel
separately. Figure 36 shows the difference between the fitted xq and yg in the
different modules of the SVX. We see that the difference between the barrels
is very stable over the analyzed period. The mean value of the difference is
about 5 pm in x and 4 gm in y. The right plot shows the difference divided by
the convoluted error. If the errors are calculated correctly one would expect
a gaussian distribution with a sigma of 1. This is the case within 10%.

One important question is if the beam is stable in time or if it is moving.
It is expected that the beam position is fairly stable during a store. Since
the fit was done on a run-by-run basis it is possible to compare the results
of different runs for the same store. One observes that the beam moves on
average only 5 microns in x and 11 microns in y from run to run. During a
run the were less than 4 microns. So the beam is quite stable.
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Figure 35: Beam-profile (1 and 2) and z-distribution of the primary vertez(3).
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3.5 The Secondary J/i¢ Vertex

For the secondary vertex, a vertex-constrained fit using the two legs of the
J/1¢ was used. No pointing or mass constraints were applied to avoid any
possible bias. Figure 37 shows the distribution of the calculated sigma in x
and y as returned by the fit for the selected events.
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3.6 Fitting Techniques

The different fitting techniques as well as the background and signal param-
eterizations will be discussed in this section. Very similar methods to extract
a lifetime from the data have been described in [55] and [56].

3.6.1 Background Parameterization

The shape of the background is obtained by parameterizing the pseudo cr
distribution of the side bands (2.9 < M, < 3.0 and 3.2 < M, < 3.3). This
distribution is shown in Figure 49. One observes that the background has
clear non-gaussian tails. In addition, the distribution is clearly asymmetric,
with a larger tail at positive lifetime. The presence of the non-zero lifetime
component in the background sample is not surprising. One reason for the
asymmetry is the presence of sequential semileptonic B decays in the dimuon
sample.

The shape of the background distribution is parameterized as the sum of
a central gaussian and left and right side exponentials of different slope.

>‘%O7"’V‘
fl _/\corr
gbkg()\corr) = (]- - fl fZ) \/— + — )\1 ; fOT‘ )\corr el 0 (43)
AEO’V‘T’
bk ()‘COT’T’) = (1 - fl f2) i + f2 ACAOQTT; fOT‘ )\corr <0
g / )\2
where the fit parameters are:
fi . is the fraction of right side exponential
A1 : is the slope of right side exponential
fa . is the fraction of left side exponential
A2 . is the slope of left side exponential
o . is the width of the gaussian

70



3.6.2 Signal Distribution

The ‘pseudo’-c7 distribution for the signal region, which is defined as + 50
MeV/c* around the J/t-mass, consists of three components: a gaussian dis-
tribution for the prompt J/4’s, the background as described in the previous
section, and finally the J/1’s from b-decay which are described by an expo-
nential convoluted with a gaussian resolution function:

f<)\corr> = fbkggbk:g()\corr) + (1 - fbkg) : [(1 - fB) : G + fB . G * E] (44>

where:

fokg . is the background fraction

Gbkg(Acorr) ©  1s the normalized background distribution
I . is the fraction of J/v from B decay

o . is the error on A.opr

cT . is the proper decay length of B mesons

The normalized G and E distributions have the following explicit form:

Gly) = - capl(—220°) (45)
E(x) = é ~exp(—z/cT) forxz >0 (46)

and the convolution is defined as:

1

O B = e

//\CW exp {—(Aeorr — y)/cT} €xp {—y2/202} dy (47)

—0o0
The exponent in this equation can be rewritten as:

1

202cT

[20’2<)\COTT —y)+ cryﬂ

1 4 4
- _2 2 l202)‘corr - 202y + CTy2 + O_ - O_]
g“CT CT CT
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which gives:

]_ 02 )\ Acorr 1
G+ E _ _ Aeorr | / {_ =
()\com“) 27TO'CT exp { 2 (CT)2 cT } oo e'rp 2 (

Substituting v = £ — Z and dy = odv results in:

CT

1 o? A Acorr o v?
G+ FE = — TR / — o d
* LA corr) S exp { 2(cr)? or } - exp { 5 } v

The function freq in the CERN libraries [57] is defined as:

1 T
req(r) = —— - exp(—t*/2)dt 48
freg(a) = —=- [ _eap(~2*/2) (48)
Finally one gets the following expression for G * E(,,,,,):

2
o )\corr

1
Gx FE = . — —
¥ Excorr) cT erp { 2(cr)? cT

} : [1 — fTeC.I(% - M)

g

This expression has then to be substituted in equation (44).
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3.6.3 Fitting Procedures

We have fitted the J/1 lifetime using three different procedures. Fitting
procedure A, an unbinned likelihood fit, is the default and will be used to
determine the final lifetime results. Fitting procedure B, a binned likelihood
fit, provides a check of our method. Fitting procedure C is a binned likelihood
fit like B with the difference that the fit is restricted to the range where the
pseudo-cr is larger than 400 um. So the fit is only driven by the exponential
part of the pseudo-cr distribution. For general information about fitting
techniques and methods see [58],[59],[60].

Procedure A is a standard maximum likelihood fit using f(Acorr) as the
probability distribution function. If N is the total number of J/v’s, i the
J/ index and A% 0@ the values of the pseudo c7 and its calculated error

corr)

for each J/1, the likelihood function is defined as:

N

L=T]r00., 0% fz,cr) (49)

1

Then one has to minimize the corresponding log-likelihood:
L = —2log(L) (50)

with respect to the parameters c¢r and fp.

It is important, in this type of fit, to have a good understanding of the
errors, since they are an important component of the shape of probability
distribution function. In section 4.2 it will be demonstrated that the errors
are in fact well understood. The minimization of the log-likelihood function
was performed with MINUIT [61].
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In fitting procedure B, the probability distribution function is given by
the Poisson distribution of the contents of each bin, where the average per
bin is estimated using the model function f(A), with a common o for all
events. More precisely, one defines:

e M
where:
? : is the bin index
n; :is the content of the i** bin
pi=A-fOA9 et fg,o) : is the predicted average content of the it bin
A cr, fg, o . are the fit parameters
(A is an overall normalization constant)
PO : is the value of the center or the 7" bin
The likelihood function is defined as:
Nbpins
1

and the related log-likelihood function as defined in the previous case has to
be minimized. The minimization was performed with MINUIT within the
context of PAW [62], using the L (likelihood) option.
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4  Data Selection

This section describes the data sample used in the analysis. The cuts applied
to get a clean sample are listed. In addition, the method used to optimize
the track quality cuts is described.

We begin with a dimuon sample obtained from Express PSIX_2P and
PSIX_1P PADs. PAD is a condensed data format which is used within CDF.
The data was selected by the central dimuon trigger which required two muon
stubs found in the CMUQO chambers at Level 1. At least one of the muons
had to pass the CFT requirement at Level 2. These data were reconstructed
with Version 6.01 of the offline package. The central tracking chamber was
not fully calibrated at that time, meaning that the error of the track pa-
rameters as returned by the CTC-fit was underestimated. To take this into
account and to make sure that the SVX 2 which is not completely decoupled
from the CTC fit behaves properly we rescale the CTC covariance matrix by
a factor of 2.5 using it in the SVX fit as described in section 2.8.2. How this
factor of 2.5 was determined is described in [63]. At the moment of writing
this thesis (April 1993) the data resided in the CDF disk labeled:

FNALKD$STRIP1:[BOTTOM10.PSIX_P]
(or 8mm tapes CC8294 and CC8302)

We limited our analysis to Runs 40100-43670, recorded before the shutdown
in January 1993. The total integrated luminosity of this dataset is reported
by LUMSUM to be 10.1 pb—1.

We limited ourselves to muons recorded in the CMU or CMP detectors.
The muon selection cuts used in this analysis (see [64]) are listed below. (i-
iii) are P, dependent muon matching cuts where the distance between the
track in the muon chambers and the extrapolated CTC-track is calculated in
the transverse plane (for CMU type muons also in the longitudinal plane).
The difference was required to be less than 3 standard deviations from 0
where one standard deviation is the quadratic sum of multiple scattering
and measurement errors.

i. MOXFTM <9 — p; dependent CMU x matching
ii . MOZFTM < 9 — p; dependent CMU z matching
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iii. MOXFTP <9 — p; dependent CMP x matching

v . MOCHAE > 0.5 GeV — associated hadronic energy

vi . at least one pu with P, > 2.5 GeV/c

In addition, the following track/vertex selection cuts were applied:

1. SVXA:
ii. TCUT:
ii. VCUT:

iv. ECUT:
v. PCUT:
vi . RCUT:
vii. SCUT:

viii. CCUT:

both muon legs reconstructed in the SVX

SVX x? < 20 for both u’s

x? of the 2 i vertex fit < 12

calculated error on the transverse decay length oz, < 150 ym
beam position available in the data base

all SVX residuals less then 4 o

no shared clusters with other tracks reconstructed in the SVX

no clusters with total charge > 400 ADC counts (which is about

4 times the amount deposited by a minimum ionizing particle)

The procedure used to determine these cuts is described in section 4.1. The
effect of these cuts on the size of the dataset is summarized in Table 8. Figure
38 shows the invariant mass spectrum of the selected dimuon events after all
cuts. There are 5667 events in the J/1¢ mass region (defined to be a window
of £50M eV around the J/1) mass):

3.047 < My, < 3.147 (GeV/c?)

With this window, the background under the peak is 5.7%. We have studied
the behavior of this background using dimuon events in the sidebands, defined
to be the mass ranges:

2.9 < M,, <3.0 and 3.2 < M,, < 3.3 (GeV/c?)
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Figure 38: Invariant mass distribution of oppositely charged dimuons.
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list of cuts Ny | Nowg | %
(in all cases both muons were required bckg
to be reconstructed in the SVX (SVXA))

MUCUT 11225 | 807 | 7.2
MUCUT/TCUT 10474 | 682 | 6.5
MUCUT/TCUT/VCUT 10449 | 671 | 6.4
MUCUT/TCUT/VCUT/ECUT 9945 | 632 | 6.4
MUCUT/TCUT/VCUT/ECUT/PCUT 9907 | 628 | 6.3
MUCUT/TCUT/VCUT/ECUT/PCUT/RCUT 6750 | 398 | 5.9
MUCUT/TCUT/VCUT/ECUT/PCUT/RCUT/SCUT 6208 | 352 | 5.7
MUCUT/TCUT/VCUT/ECUT/PCUT/RCUT/SCUT/CCUT | 5667 | 323 | 5.7

Table 8: Number of events in J/1-mass region after each cut.
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4.1 Optimizing the Track Quality Cuts

Since we have such a large sample of J/¢ events, our measurement will be
dominated by systematic rather than statistical uncertainties. In order to
reduce the size of the systematic error we have applied strict track quality
cuts to remove non-gaussian tails from the resolution function. This section
describes how the track quality cuts have been determined.

In optimizing our cuts, we have found it useful to study the distribution
of the signed impact parameter of the two J/i legs. The ‘signed’ impact
parameter (D3) of the J/¢ leg A is defined as follows:

Dy - (—PrPY + PAPY)
|D4 - (—PAPY + PAPY)]

Here D4 is the distance of closest approach of leg A to the primary vertex,
P4 is the momentum of leg A and P¥ is the momentum of the J/t¢. Thus
the sign of D, is positive for the ‘likely’ case where the J/¢ decay distance
is in the direction of motion of the J/¢. When plotting the signed impact

parameter of one J/1 leg (D%) as a function of the signed impact parameter
of the other (D7), one expects the following:

D = |Da|- (53)

e prompt J/v’s concentrate at D5 = D3 = 0. One expects a 2 dimen-
sional gaussian distribution.

e J/1 from b-decay should be found in the quadrant where both signed
impact parameters are positive. This expected behavior has been ver-
ified using Monte Carlo events.

Figure 39 shows the signed impact parameter of leg A plotted versus
the impact parameter of leg B before the track quality cuts (RCUT, SCUT,
CCUT) have been applied.

We notice that events with large negative impact parameter (and which
contribute to the negative tails of the pseudo cr distribution) are concen-
trated in a ‘peculiar’ configuration; they appear on the two axes of the coor-
dinate system. This observation implies the following interpretation of these
events: they come from the combination of one well-measured track, which
most likely originates from the primary vertex and has an impact parame-
ter close to 0, while the other track is badly measured and has an impact
parameter which is ’artificially’ different from 0.
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We clearly cannot cut on this impact parameter distribution since such a
cut could bias the lifetime distribution. We choose instead to use these tails
to monitor the fraction of badly measured tracks in the sample. In other
words the best set of track quality cuts is the set which gives the best signal-
to-background ratio, where the background is defined as the number of events
in the ‘peculiar’ region. The most efficient way to remove poorly measured
tracks is to require that none of the residuals of the fit be larger than 4
standard deviations. The standard deviation of the residual distributions is
10 pm at layer 0 and 12 pm at layers 1,2 and 3. Figure 40 shows the residual
distribution for three and four hit tracks before RCUT, SCUT and CCUT.
A gaussian fit to the distribution is superimposed. One observes significant
non-gaussian tails.

In addition, we have removed tracks sharing one or more clusters with
another track reconstructed in the SVX, and have removed events where any
cluster has more than 400 ADC counts. These requirements improve the
signal to background ratio by more than a factor of 6. Additional quality
cuts, such as removing clusters with more than 4 strips, excluding clusters
which had dead strips or cutting harder on the y? of the SVX fit, are far
less efficient at removing background. Figure 41 shows the scatter plot of
leg A versus leg B after quality cuts. One can see that most events on the
coordinate axis have disappeared.

80



no track quality cuts
S 0-3 T T T ‘ T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T
£ I |
O . 0
N r o o
{ I ° 0 oo 09 o ’ |
o %2 [ , . B
o | o]
% L 4
§e) n |
g o r 1
c
2 [ . |
w : O 0 |
0 — 0 9 o L2 o6 . —
01 . —
0.2 E —
03 L L1 e e e e ]
-0.3 0.2 0.1 0

0.1 0.2 0.3
signed IP leg B (cm)

Figure 39: Signed impact parameter of the two J/v-legs before track quality
cuts.
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Figure 41: Signed impact parameter of the two J/1-legs after track quality
cuts.
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4.2 The L,, Resolution

We have determined the L,, resolution and verified that this resolution func-
tion is symmetric by studying a number of control samples.

The following direct measurements of the L,, distribution have been
made:

o L,, distribution of prompt T(1s) events have been examined.

e The resolution of the prompt part of the J/«¢ distribution has been
measured.

e A sample of ‘fake’ J/1’s has been constructed from oppositely charged
tracks in events from jet triggers where the invariant mass of this two
tracks falls accidentally into the J/1- mass region.

In addition, a number of indirect tests have been performed:

e The impact parameter distribution of electrons from W — er events
with respect to the fitted beamline, where the electrons have a P, >
21 GeV/cwas plotted. One observes that the IP distribution is centered
at 0 with a o of 38 pum which is consistent with the beamprofile. This
analysis is described in [65].

e ‘High P, muons from prompt Z° — pu*p~ decays, where the muons are
basically back-to-back, provide another probe to check the alignment
and the intrinsic resolution of the SVX detector. Here one uses the sum
of the impact parameters of the two muons to measure the resolution
function. A gaussian fit through this distribution gives a sigma of 23
pm from which one can derive an asymptotic resolution for high P,
tracks of 23/v/2 = 16um. The advantage of this measurement is that
it measures the intrinsic resolution of the SVX directly and one is not
dominated by the spread of the beam. The results of this analysis are
described in [65].

Figure 42 shows the invariant mass distribution of oppositely charged

muons in the Y (1s) region. The plot is labeled ‘loose cuts’ because to preserve
the limited statistics the track quality cuts (RCUT, SCUT, CCUT) were not
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applied. Instead to increase the signal-to-background ratio it was required
that at least one of the two muons was measured in the CMP.

For a correct unbinned likelihood fit it is important that the calculated
error in L, be correct. To check this, one can divide the L, by its calculated
error. In case of prompt decays one expects a gaussian distribution peaked
at 0 with a sigma of 1. Figure 43 shows that this is the case for dimuon
events within the invariant mass window between 9.3 and 9.6 GeV/c?.

> i T T T | 3
2 40 ]
= " T(1s) ]
o i |/ ]
S b @%ﬁ% mass: 9.452 GeV ]
5 | %@@ sigma® 0.043 GeV
W 30 r (Loose Cuts) ]
25 ]
20 | :
15 F ]
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5 F .

O : | | | |

9 9.2 9.4 9.6 0.8

Invariant mass in GeV

Figure 42: Invariant mass distribution of oppositely charged dimuons in the
Y (1s) mass region.

Figure 44 shows the L,,/oy,, distribution for the selected J/ti-events. A
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gaussian fit through the prompt core of the distribution gives a sigma of
1.00 + 0.01.
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Figure 44: Ly, /oy, for dimuon events in the J /1 mass region.
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The shape of the pseudo-cr distribution for fake J/v’s was studied us-
ing a sample extracted from QCD jet events. (The datasets used were the
Version 6.01 J4Q1 (“Jet-20”) and J3Q1 (“Jet_50") Pads.) First two track
combinations with invariant mass within £300 MeV of the J/1) mass were
searched. In order to insure that these fake J/1’s were in the same kinematic
range as the true dimuon data, the effects of the muon trigger were modeled
as follows: All tracks were required to have |n| < 0.6. One track was required

87



to have P, > 2.5 GeV/c and the other track was required to have P, > 1.5
GeV/c. The resulting fake J/1’s were then required to pass the same se-
lection criteria as the data. Figure 45 shows the pseudo cr-distribution of
this fake sample. One observes that the distribution is symmetric around
zero but has non-gaussian tails. The same function as for the J/1- sidebands
was used to fit the distribution and the fit results are summarized in Table
9. The fit range was restricted to be within -0.1 to 0.1 cm. Long tails are
expected to come from K2 decays but we haven’t made any effort to remove
K?-candidates from the sample.

It is interesting that these non-gaussian tails on both sides have approxi-
mately the same slope as the left tail of the sideband pseudo c7 distribution
(compare Table 9 with Table 10). There one would expect that part of the
events are due to hadron fakes. In fact the non-gaussian tails on the left of
the J/1 pseudo cr-distribution shown in Figure 50 and 53 below are ade-
quately described by the left tail of the sideband distribution. What these
tails are due to and why they appear in the fakes but not in the background
subtracted J/¢-sample is not totally understood. One may blame this excess
on the more difficult environment in Jet events which leads to more tracking
errors than in J/1¢ events.

Figure 46 shows the L,,/oy,, for the fake J/¢. Also for the fakes the
sigma is approximately 1 and the distribution is centered at 0.

‘Parameter ‘ Value ‘ Error ‘

o : sigma of gaussian 37 pm | £ 0.6 pm
A1: slope of right side exponential 191 pm | £ 16 pm
f1 ¢ fraction of right side exponential ™% + 0.6%
A2: slope of left side exponential 181 pm | £ 18 pm
fo : fraction of left side exponential 4% + 0.5%

Table 9: Result of fit through pseudo-ct distribution of ’fake J/1’s’ extracted
from Jet events.
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Figure 47 shows the distribution of the calculated error in L,,. An impor-
tant precondition to allow a binned fit, where a constant error in pseudo-cr
is assumed, is that the errors don’t vary too much. This is not our case, as
one can see in Figure 47. Figure 48 demonstrates that there is no correlation

between the error in L,, and its magnitude.
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Figure 47: oy, -distribution of J/1’s.
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Finally one can draw the following conclusions:

e The resolution function is symmetric and centered at 0. There is no
bias on the lifetime measurement due to an asymmetric shape of the
resolution function.

e Various plots of the type L,,/oy,, show that the error on the transverse
decay length is computed adequately, which is an important precondi-
tion for using this error in an unbinned likelihood fit.
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5 Results

In this section the results of the different fits through signal and background
distributions are presented. Figure 49 shows the pseudo-cr distribution for
the sidebands with the fit as described in section 3.6.1 superimposed. Table
10 summarizes the result of the fit. As expected the distribution is asym-
metric since some of the events are due to sequential b-decays. The shape of
the left side is very similar to what is observed for the fake J/1¢’s (see Table
9).

‘Parameter ‘ Value ‘ Error ‘

o : sigma of gaussian 49 pm | £ 2 pm
A1: slope of right side exponential 386 pm | £ 26 pm
f1 : fraction of right side exponential | 24% + 1.6%
A2: slope of left side exponential 209 pm | £ 25 pym
fo @ fraction of left side exponential 11% + 1%

Table 10: Parameters of fit to sideband events.

Figures 50 and 53 show the pseudo-c7 distribution for the signal region
with the fits superimposed. The dark shaded area shows the contribution
from background where the shape has been derived from the sidebands, and
the magnitude has been derived by normalizing the sidebands to the same
area in invariant mass as used for the signal. The light shaded region shows
the contribution one gets when adding the exponential distribution from
b-decay convoluted with a gaussian resolution function to the background.
What’s left is the unshaded region which shows the contribution from prompt
J/¢. Figure 52 shows the result of a fit through the exponential tail for
pseudo-cr > 400pum. Table 11 compares the results of the three different fit
types. We see that the results of the different fits are in good agreement. Note
the fit parameter fp is not an unbiased measurement of the b-fraction in our
sample. The strict track selection cuts applied to the sample favor isolated
events and so decrease the fraction of J/v¢ from b-decay in our sample.

Figures 51 and 54 show the difference: (fitvalue at center of the bin -
number of entries)/error. The calculated x* per degree of freedom is 0.9 for
the binned fit.
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Figure 49: Pseudo-ct distribution of sidebands.
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Figure 54: Difference between the fit and the data divided by the error for the
unbinned fit.
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Fittype cTo fB Ores

in pm in % in pm
A: Unbinned Likelihood 438 + 18 | 15.1 £ 0.6 -
B: Binned Likelihood 427+ 13 152+ 04 39

C: Binned Likelihood (tail) | 431 + 14 - -

Table 11: Comparison of results obtained with the three different fit types.
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5.1 Stability of the Result

In this section we examine the stability of the result when the cuts on the
J/¢-momentum or the fit range are varied. Figure 55 and Table 12 summarize
the results of the binned Likelihood fit for different J/1 P;-thresholds. The
first point on the left in the plot is the result when no off-line P, cut is applied
to the J/¢. The checks performed in this chapter were performed using a
previous set for F,.. so that the lifetime results are a little bit higher than
the values we find in the previous section. We note that fp increases as
the P, threshold is raised. This behavior is expected since the direct J/1)-
momentum spectrum falls steeper than the spectrum of J /v from b-decay.

Stability of result
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Figure 55: ¢y as a function of the P;-cut on the J/v (errors are statistical
only).

Table 13 shows how the result of the binned likelihood fit varies when the
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P, Threshold cTo fs | Nr. of Events
in GeV/c in gm | in %
no 431 £ 13| 15.1 5667
4.0 416 +£ 13 | 16.1 4743
4.5 426 + 14 | 16.95 3984
5.0 432 £ 15| 179 3292
5.5 436 + 17 | 18.7 2674
6.0 444 + 18 | 20.2 2123
6.5 431 £ 19| 21.7 1857
7.0 444 + 22| 234 1307
7.5 442 + 23 | 24.3 1053
8.0 420 + 24 | 25.5 839

Table 12: Result of binned likelihood fit for different P,- thresholds.

endpoint of the fit is changed. 2

end of fit range CTo

in cm in pum
0.3 431 + 13
0.28 429 + 13
0.26 420 + 13
0.24 424 + 13
0.22 427 + 13
0.20 420 + 14

Table 13: Results of binned likelihood fit for different end points.

2Note this is not exactly the right thing to do since by restricting the fit range the fit
function is not correctly normalized anymore.
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6 Systematic Errors

In this chapter all known sources of systematic errors are described and their
magnitude is estimated.

6.1 Production and Decay Kinematics

As already explained to obtain the correction factor F,.. one depends on
Monte Carlo simulation. The different parameters and models entering this
procedure were described in section 3.2.

To explore the systematics due to model dependence the following pa-
rameters were varied:

e Two different b-quark momentum spectra were used in comparison: a
power law and the theoretical prediction by NDE.

e The Peterson fragmentation parameter € was varied between:
e = 0.006 £+ 0.002.

e For the J/1¢ momentum spectrum the latest experimental spectra by
ARGUS and CLEO were used as a comparison.

e The latest ARGUS and CLEO results were used to set the limits for
the J/1 polarization.

Overall these studies resulted in a systematic uncertainty due to model
dependence of 3 %. The largest contributions come from the uncertainties on
the b-quark momentum spectrum, the J/1) momentum spectrum in the B rest
frame and on the J/¢-polarization. Varying of the fragmentation parameter
within reasonable limits gives only a variation of ¢7 of less than 0.4%. The
systematic uncertainty associated with modeling the decay of b-baryons and
higher mass b-mesons has been studied using Monte Carlo calculations and
gives only a small contribution to the systematic error (0.15%).

6.2 Uncertainty in c¢7 Resolution

In an unbinned fit the error is an important component of the shape of the
probability function. It is therefore necessary to understand the errors. To
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explore the systematics due to uncertainties in the error scale a scale factor
R for the pseudo-ct error has been introduced as an additional fit parameter
for the unbinned fit. The result of the fit is a scale factor of 0.95. The value
for e¢r changes by 1.6% from 445 to 438 pum. Therefore an error of 1.6 % is
assigned for the uncertainty of the error scale.

6.3 Trigger Bias

As previously described at least one muon has to pass the CFT trigger on
Level 2. If the CFT trigger efficiency varies with the magnitude of the track
impact parameter, the ..., distribution would be deformed and the mea-
sured lifetime would be different.

We used the same sample as described in section 4 to estimate the trigger
bias. To select the events it was required that both muons be found in the
CMU chambers on Level 1. The dimuon invariant mass had to be in the
range between 2.9 and 3.3 GeV/c? and the muons had to be separated either
by one 5 wide muon tower or one muon had to be in the forward while the
other was in the backward part of the CDF detector. One of the muons had
to pass the L2 CFT trigger, for the second one the transverse momentum
was required to be larger than 3 GeV/c to be far enough from the trigger
turn-on.

The L2 CFT trigger efficiency is then defined as the number of events for
which the CFT flag is set divided by the total number of selected events.

Figure 56 shows the trigger efficiency as a function of the muon track

impact parameter. The impact parameter is calculated with respect to the
fitted beam position.
To evaluate the effect on our analysis the ‘“Toy’ Monte Carlo was modified
to include this effect. After applying the measured efficiency curve to the u
which passed the CFT-Trigger, the true B meson cr was plotted and then
an exponential was fitted to this ‘deformed’ distribution. The slope of the
efficiency corrected distribution is 1.4% lower than the original. We decide
to assign an error of 1.4 % for the uncertainty of the trigger bias.

6.4 Background Parameterization

To estimate the systematics due to the background parameterization we var-
ied the slope of the left and right side exponential by one sigma and studied
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Figure 56: CFT efficiency as a function of the impact parameter with respect
to the fitted beam position.
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the effect on the lifetime. From this study the systematic error due to the
background parameterization was estimated to be 0.5%.

6.5 Residual Misalignment

We also studied the effect of possible residual misalignments in the SVX.
Here different methods have been used.

e We tried to evaluate the residual misalignment from the wedge-by-
wedge average of the impact parameter distribution with respect to the
fitted beam position as observed with W electrons. Then the lifetime
analysis was repeated offsetting the impact parameter of each of the two
w's by the measured wedge dependent offset. The maximum variation
observed on the lifetime value, with respect to the standard data sample

is 2%.

e The analysis was repeated just using the alignment constants obtained
from the optical survey ( see [65]) prior to any alignment using tracks.
In this case variations up to 5% were observed. But since a significant
increase of the central gaussian part was also observed it was clear that
this was an overestimate of the effect.

e Another method was to use the full detector simulation to estimate
the effect. Here the detector was ‘artificially’ misaligned within the
boundaries of our knowledge about the detector alignment. In this
case the lifetime varied by about 1%.

Finally the systematic error due to misalignments was estimated to be 2%.

6.6 Stability of the Beam

As described in 3.4 the beam is very stable during a run. We assign a
systematic error of 1% due to any beam instability.
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6.7 Total systematic error

Table 14 now summarizes all known sources of systematic uncertainties.

Description Contribution
in %

Production and decay kinematic 3%
Uncertainty in ¢7 resolution (unbinned Fit only) 1.6 %
Trigger bias 1.4 %
Background parameterization 0.5 %
Residual misalignment 2.0 %
Beam stability 1.0 %
Total systematic error for Binned L. FIT 4.0 %
Total systematic error for Unbinned L. FIT 4.3 %

Table 14: Systematic errors.
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7 Final Result and Comparison with Other
Experiments

In this chapter we present the final result and compare it to results from
experiments at LEP. The LEP experiments dominate the world average at
the moment. They have an considerable statistical advantage over earlier
experiments at e*e”™ machines (see [28] and [29]). In addition three of the
four LEP experiments (ALEPH, OPAL and DELPHI) used high precision
silicon vertex detectors in their measurements like CDF'.

We finally obtain the following result for the inclusive b-lifetime using the
unbinned fit as the default (see also [66]):

75 = 1.46 £ 0.06 (stat.) £ 0.06 (syst.) ps

This is in good agreement with recent LEP results (from [30],[67] and [27])
as can be seen in Figure 57 and Table 15. The first three measurements in
Table 15 use the vertex of the J/1 to extract the lifetime from the data. The
rest of the measurements use a fit to the signed impact parameter distribution
of leptons from b-decay to obtain the b-lifetime. A description of this method
can be found in [31] and references therin.

However, we note that the LEP average does not need to coincide per-
fectly with our measurement since our b-lifetime is the average over all b-
hadrons produced in pp - collisions at /s = 1.8 T'eV weighted by the product
of their branching ratio into J /1) and their production cross section.
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Figure 57: Comparison of recent inclusive lifetime measurements.
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Experiment Th

in ps

CDF (J/v) 1.46 + 0.06 (stat.) £ 0.06 (syst.)
ALEPH (J/v) 1.35 + 0.19 (stat.) £ 0.05 (syst.)
OPAL (J/v) 1.32 +0.31 —0.25 (stat.) £ 0.15 (syst.)

OPAL 1.523 + 0.034 (stat.) £ 0.038 (syst.)
L3 1.32 + 0.08 (stat.) £ 0.09 (syst.)
DELPHI 1.28 + 0.1 (stat. + syst.)
ALEPH 1.49 + 0.03 (stat.) £ 0.06 (syst.)

Table 15: Comparison of recent inclusive lifetime measurements.
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8 Determination of the CKM Matrix Element
123

As described in section 1.7 knowing the lifetime and semileptonic branching
ratio of b-hadrons allows to determine the element |V| of the CKM matrix
using formula (14). Here we combine the semileptonic branching ratio as
measured by the LEP experiments and the measurement of |Vi;|/|Vp| from
ARGUS and CLEO with our lifetime measurement to get an estimate of V.
This assumes that the spectator model is valid and that the semileptonic
width of b-hadrons produced in Z°-decays is the same as for b-hadrons pro-
duced in pp-collisions where the admixture of different b-hadrons can vary
from that at LEP. Table 16 summarizes the various numerical values and
their uncertainties which have been used in this estimate. Figure 58 shows
the curve we obtain using formula 14 in the V, versus V,,; plane. The solid
line corresponds the central values while the dashed lines show the one stan-
dard deviation errors. The systematic error due to theoretical uncertainties
is very likely underestimated! The LEP experiments for example used an
larger error on the b-quark mass to take theoretical uncertainties into ac-
count. They also used a different method to calculate the error by using the
fact that the mass difference m;, —m, is well measured. The solid straight line
corresponds to the ARGUS and CLEO measurement of |V;|/|Ve|=0.15. The
dashed straight lines correspond to the estimated error on this measurement.
The two solid curves intersect at:

V.| = 0.042 + 0.004

This is in good agreement with the LEP average of:

V| = 0.043 +0.005 [33]

112



0.04

0.01

CDF

0 0.01 0.02

V|

0.03

Figure 58: Determination of V.

113



Value Reference

BRy 0.112 £ 0.006 [33]

Ty 1.46 £+ 0.085ps this measurement
My 0.2 £ 0.2 GeV/c?

me 1.65 & 0.08 GeV/c?

my, 4.95 £ 0.07 GeV/c? [38]
as(m?) 0.20 £ 0.03 [33]

[Vl / |V cb| 0.15 £ 0.1 [37]

Table 16: Numerical values used to determine V.
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