
CDF Production Farms Reconstruction

Summary� Fall� ���� through early

����

Jaroslav Antos Yen�Chu Chen Roman Lysak

Miroslav Siket Stephen Wolbers GP Yeh

v���� January �� ����

CDF�DOC�COMP UPG�PUBLIC�����

� Introduction

This update includes all �rst�pass data processing of data collected up to
the shutdown of September� 	��
� It does not include the reprocessing of
all data taken from February� 	��	 through September� 	��
� That will be
included in a future update or a separate note�

The CDF o�ine production farms have been reconstructing data from
CDF since the commissioning run in fall� 	���� Many versions of Produc�
tionExe have been used during that time� In addition� some of the data
has been reconstructed multiple times� Information about the streams and
datasets can be found by interrogating the farms web pages 
fnpcc�fnal�gov��
or by looking in the CDF Data File Catalog 
DFC�� However� summary in�
formation is not so simple to obtain� This note will give a summary of the
processing that has occurred so far on the farms� This information is useful
in understanding what the farms have done� what they are capable of� and
in trying to sort out the history of processing so far�

� Description of Run Periods

The CDF experiment has collected data in Run 	 for quite some time� The
�rst data which was reconstructed on the production farms was collected

�



during the commissioning run in the fall of 	���� Since that time data was
collected and reconstructed in blocks of time separated by shutdowns or by
signi�cant changes to the detector� triggers or data organization� During the
summer of 	��� the concept of �good runs� was created to identify runs that
were meant for reconstruction on the production farms� as opposed to test
runs� cosmic runs or runs which had signi�cant detector problems� Prior to
that time lists of runs were generated by hand to identify samples that were
destined for reconstruction on the production farms�

The run periods are listed in Table ��

Table �� CDF Run Periods ���������

I Commissioning Run Fall� 	���
II �x� March� 	���
III 
�x
� May� 	���
IV June June�July� 	���
V August August�September� 	���
VI December December�	����February� 	��	
VII � stream data February� 	��	�September� 	��


The run period VII is the period that is most interesting� The triggers
were well�established by that time and the data was split into the familiar �
streams 
A�B�C�D�E�G�H�J� and written to tape in that format� This is the
period that was reprocessed with the newest executable 
����x� beginning in
September� 	��
�

For each run period data was reconstructed �� �� 	 or more times� Each
processing pass is identi�ed by a ProductionExe version number� A table
identifying all of the run periods and each ProductionExe version and the
number of events processed can be found as Table 	� One cannot determine
from the table how many times each event was processed� or the �rst and last
run number of the event sample� It should be noted that the de�nition of
which data were to be processed by each version was not always well�de�ned�
Only in June 	��� was the �good run� �rst de�ned and available for use by
the o�ine production farms to clearly de�ne these runs�

As can be seen by the table� many event samples have been processed
more than one time� In some cases the event sample was divided into multiple
subsets and each subset was reconstructed with a slightly di�erent version of

	



Table 	� Executables and Event Counts

Run Period Exe� Vers� No� Events Time�Event
I 
Commissioning� 
�����g ������	�� ��	 s�event
I 
Commissioning� 
��	�� ��������� ��� s�event
II 
�x�� 
����� 	��
��	�� ��� s�event
III 

�x
�� 
�����c ����
��	� ��� s�event
III 

�x
�� 
����� ����
��	� 	�
 s�event
IVa 
June� 	���� 
����� �	�
		���� 
�� s�event
IVb 
June� 	���� 
����� 	����
����
V 
August� 	���� �����i ����	����
V 
August� 	���� ����� 
���������
V 
August� 	���� ��	��a ���������
VI 
December� 	���� ��	��b ���������
VI 
December� 	���� ��	��c 	���������
VI 
December� 	���� ��
�� ��������


VII 
� stream data� ��
��b ���
������
VII 
� stream data� ��
�	 ����������
VII 
� stream data� ��
�	a 
������		�
VII 
� stream data� ����	 �	������	�	
VII 
� stream data� ����� �����	����
VII 
� stream data� �����a 
����������
VII 
� stream data� �����g� ��	���
�	��
VII 
� stream data� ����� �����������
TOTAL ������	�
��

the CDF code�
The total number of events processed 
this includes some of the reprocess�

ing done� is almost � billion� not including the reprocessing of approximately
��� million events for the winter 	��� conferences�






� Plots

It is interesting to see the time development of the reconstruction for all
versions of the reconstruction� Figure � shows the number of events processed
as a function of time through March 	��
� 
Maybe we should update this��
This �gure includes each event every time it was processed� The total number
of events in the �gure is higher than the table because it includes some of
the Monte Carlo� test processing� and other versions of code that are not
included in table 	�

Figure 	 shows the raw data collected and processed since February� 	��	�
In this plot the processed data is shown only once � the �rst time an event
is processed� Reprocessing is not included� This plot is up�to�date through
early September� 	��
�

The processing progress for selected reconstruction code versions can
be seen by reconstruction version in �gures 
 to �� In addition� the CPU
time�event� shown as a histogram where each entry is the average CPU
time�event for a �le� can be seen in �gures � to �	� The CPU time was
converted to ��� MHz equivalent seconds�

�



Figure �� Total Event Reconstruction on the CDF Farms
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Figure 	� Event Processing since February� 	��	 on CDF Farms
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Figure 
� Event Reconstruction Progress
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Figure �� Event Reconstruction Progress
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Figure �� Event Reconstruction Progress
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Figure �� Event Reconstruction Progress
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Figure �� Event Reconstruction Progress
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Figure �� 
�����g CPU time�event 
��� MHz seconds�
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Figure �� 
��	�� CPU time�event 
��� MHz seconds�
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Figure ��� 
�����int� patch CPU time�event 
��� MHz seconds�
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Figure ��� 
�����c calib CPU time�event 
��� MHz seconds�
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Figure �	� 
����� CPU time�event 
��� MHz seconds�
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